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Abstract

Fuzzy inference system provides an effective means for representing and processing vague-
ness and imprecision. Conventional fuzzy modelling requires either complete experts’
knowledge or given datasets to generate rule bases such that the input spaces can be fully
covered. Although fuzzy interpolation enhances the power of conventional fuzzy inference
approaches by addressing the problem of lack of knowledge represented in the rule bases, it
is still difficult for real-world applications to obtain sufficient experts’ knowledge and/or data
to generate a sparse rule base to support fuzzy interpolation. Also, the generated rule bases
are usually fixed and therefore cannot support dynamic situations. In addition, all existing
fuzzy interpolation approaches were developed based on the Mamdani fuzzy model, which
are not applicable for the TSK fuzzy model. It significantly restricts the applicability of the
TSK fuzzy inference systems.

This PhD work, in the first part, presents a novel fuzzy inference approach, termed “TSK+
fuzzy inference”, to address the issue of performing the TSK inference over sparse rule
bases. The proposed TSK+ fuzzy inference approach extends the conventional TSK fuzzy
inference by considering the degree of similarity between given inputs and corresponding rule
antecedents instead of conventional overlapped match degree, which allows TSK inference
to be performed over sparse rule bases, dense rule bases, and imbalanced rule bases. In order
to support the proposed TSK+ inference approach, a data-driven rule base generation method
is also presented in this work. In addition, the proposed TSK+ inference approach has been
further extended to deal with interval type-2 fuzzy sets. The effectiveness of this system in
enhancing the TSK fuzzy inference is demonstrated through two real-world applications: a
network intrusion detection system, and a network quality of service management system.

In addition, in the second part of this work, a new rule base generation and adaptation
method is developed in order to relax the requirement of rule base generation, which allows
the fuzzy rule base to be generated with minimal or even without a priori knowledge. The
proposed method mimics the pedagogic approach of experiential learning, which achieves
automatic rule base generation and adaptation by transferring the proceeding performance
experiences when performing inferences. The proposed rule base generation and adaptation
method has been evaluated by not only a mathematical model but also a well-known control
problem, inverted pendulum. The experimental results show that the control system can
generate an applicable rule base to support the system running, thus demonstrating the
effectiveness of the proposed approach.
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Chapter 1
Introduction

Since Lotfi A. Zadeh separated hard computing, which often means the conventional com-
puting based on boolean logic, binary systems, numerical analysis and crisp software, from
soft computing, usually referring to probabilistic, possibilistic and nature-inspired reason-
ing approaches such as neural networks, fuzzy logic and genetic algorithms, in the early
1990s [221], soft computing has become a popular subfield of computer science. Compared
with hard computing, which requires a precisely stated analytical model often associated
with big computational costs, soft computing is tolerant to imprecision, uncertainty, partial
truth and approximation [72]. Also, soft computing techniques resemble biological processes
more closely than conventional computing methods, given the fact that biological processes,
including common sense reasoning, are usually not based on binary logic or exact crisp
numerical analysis.

Soft computing is a wide-ranging term encompassing such varied techniques as fuzzy
logic [221], machine learning [163, 164], evolutionary computation [5, 47] and other proba-
bilistic and possibilistic reasoning approaches [72, 141, 150]. All these methods aim to solve
complex problems by exploiting the imprecision and uncertainty during decision-making
processes; these approaches are complementary to each other and can be used together to
solve a single given problem. In particular, the principle of fuzzy logic offers a practical way
to represent and reason the ambiguity in human thinking with real-life uncertainty [107, 108].
Formally, fuzzy logic is a technology that uses fuzzy sets and logical connectives for the
development of intelligent systems and for achieving machining intelligence by representing
and reasoning upon human knowledge. The key contribution of fuzzy logic is the capturing
of the vagueness of human thinking and expressing it with appropriate mathematical tools.
By mimicking the human reasoning process using linguistic terms, fuzzy logic enables the

comprehensibility and transparency of reasoning. In addition, due to its strong ability in
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dealing with non-linear, uncertain and complex systems, fuzzy logic has been widely used

for information processing and mechanical control [22, 23, 48, 106, 128, 191].

1.1 Fuzzy Inference System

Fuzzy sets and fuzzy logic theory offers a formal way of handling vague information that
arises due to the lack of sharp distinctions or boundaries between pieces of information.
Fuzzy logic theory is based on the fuzzy sets which are a natural extension of the classical
crisp set theory, where the elements have varying degrees of membership instead of being true
or false in the classical boolean logic. In particular, in the crisp set theory, the membership
value of an element takes only two values: O or 1. Fuzzy logic defines the concept of the
fuzzy sets that use membership functions to represent the relationships between elements
and their degrees of membership, expressed in the range of [0, 1] [65]. For instance, classical
crisp set theory can only deal with the concepts of pure ‘Black’ and pure “White’, but nothing
in the middle as grey, as shown in Fig. 1.1(a). However, in fuzzy logic, the grey area between
the ‘Black’ and ‘White’ belongs to complete ‘Black’ and complete ‘White’ to a certain
degree, and the membership can be represented as a fuzzy set, as illustrated in Fig 1.1(b),

where p(x) denotes the degree of membership of element x in the fuzzy set.

White White

Apu(x) an(x)
PR Black 1

Black

v

(a) Crisp set (b) Fuzzy set

Fig. 1.1 Crisp set and fuzzy set

Fuzzy inference systems (FIS) are developed based on fuzzy logic and fuzzy sets theory,

which basically provide a mapping mechanism to map an input space to an output space [53].
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With an inherent ability to model uncertain and imprecise knowledge in complex and non-
linear datasets, as well as to effectively represent and reason on natural human language,
fuzzy inference system is considered as an advanced methodology in many fields, including
but not limited to control theory, decision-making and machine learning [185, 218]. The
general architecture of a fuzzy inference system is shown in Fig. 1.2, which is comprised of

four conceptual components: a fuzzifier, an inference engine, a rule base and a defuzzifier.

» Fuzzifer: Converting the input, either fuzzy or crisp, to membership values of the rule

antecedents in the fuzzy knowledge base, also termed as the fuzzy rule base.

* Inference engine: Performing fuzzy inference, which uses fuzzy IF-THEN rules to

map fuzzy inputs to fuzzy outputs.

* Rule Base: Containing a number of fuzzy IF-THEN rules as well as the definition of

membership functions of the fuzzy sets used in the fuzzy rules.

* Defuzzifier: Converting fuzzy outputs generated by the inference engine to crisp values

for real-world use.

Inference

Fuzzifier ; Defuzzifier
Engine

Fig. 1.2 Fuzzy inference system

Essentially, each inference step takes an input, which can be either crisp or fuzzy. Then
the inference engine fires the rules in the rule base based on matching degree between the
input and each rule antecedents, and the output is the aggregation of the inferred results

from all fired rules. A number of inference engines have been developed, with the Mamdani
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method [127] and the TSK approach [177] being the most widely used. The Mamdani
fuzzy model is more intuitive and suitable for handling linguistic inputs; its outputs are
usually fuzzy sets, and thus a defuzzification process is often required. In contrast, the TSK
inference approach produces crisp outputs directly, as TSK fuzzy rules use polynomials as
rule consequences. Therefore, the expressive power and interpretability of Mamdani outputs
are reduced in the TSK systems since the consequences of the rules are crisp values [74].
There are two types of rule bases used to support the two fuzzy inference engines, which are
Mamdani-style and TSK-style rule bases accordingly.

Conventionally, a fuzzy rule base can either be directly translated from human expert
knowledge, called knowledge-driven approaches [21, 124, 206, 208], or be extracted from
data by applying machine learning techniques, termed as data-driven approaches [143, 192,
217]. Data-driven rule base generation was proposed to minimise the involvement of human
experts, in an effort to automate the generation of rule bases during the system modelling
process. Rule base generation from data is usually processed in two steps. Firstly, a raw rule
base is generalised from the data, by which the fuzzy partitions of variable domains and the
number of rules are determined. For instance, the neuro-fuzzy system has been employed to
initialise membership functions and to extract fuzzy rules from a large dataset [64]. Secondly,
the raw rule base is fine-tuned using optimisation algorithms, with the Genetic Algorithm

(GA) being a popular choice [32].

1.2 Fuzzy Interpolation

The conventional fuzzy inference approaches, such as Mamdani and TSK, are only workable
with dense rule bases. Briefly, a dense rule base cover the entire input domain, that is, every
input condition is covered by at least one rule. Given an input (also termed as an observation),
the output (or conclusion) can only be obtained from the fired rules that intersect with the
given observation, if the conventional fuzzy inference approaches are applied. However, if
there is only a sparse rule base available, which is led by the lack of expertise or data, and a
given input does not overlap with any rule antecedent, no rule can be fired. As a consequence,
no result can be inferred by employing the conventional fuzzy inference approaches.

Fuzzy interpolation alleviates the problem of lack of expertise or data during rule base
generation, as fuzzy interpolation enables the performance of inferences upon sparse rule
bases [95]. When a given observation does not overlap with any rule antecedent values,
the conventional fuzzy inference systems cannot be applied. However, fuzzy interpolation,

through a sparse rule base, can still obtain certain conclusions and thus improve the appli-



1.3 Motivations

cability of fuzzy models. Fundamentally, fuzzy interpolation techniques were originally
developed based on the concept of a crisp linear interpolation mechanism, which interpolates
the results from the two closest neighbouring rules defined by the distances between the
given input and rule antecedents. Fuzzy interpolation is not only able to relax the require-
ment of the conventional fuzzy inference system, but is also able to simplify very complex
fuzzy models by removing those rules that can be approximated by their neighbouring ones.
Various fuzzy rule interpolation methods have been developed in the literature, including
[79, 80, 121-123].

1.3 Motivations

Common to both types of rule base generation methods, either knowledge-driven approaches
or data-driven approaches, a priori knowledge (expertise or data) is always required for system
modelling. Although fuzzy interpolation techniques enhance the power of conventional fuzzy
inference approaches by allowing the fuzzy inference still to be performed over sparse rule
bases, it is still difficult for real-world applications to obtain sufficient a priori knowledge
to generate a sparse rule base to support fuzzy interpolation reasoning. That will lead to
the difficulty in applying the fuzzy inference approaches for such real-world applications.
In addition, the situations may change over time, and the fixed rule bases generated by
conventional methods will fail. For instance, although the fuzzy inference system has been
widely applied in the smart home control systems, such as [43, 186], the rule base of such
systems was commonly pre-defined and transformed from expertise. Such pre-defined rules
not only fail to accurately reflect the lifestyles of different groups of people, but also hardly
evolve themselves to adapt to the new situation once the users’ daily routine changed. Can
a fuzzy rule base be created without any a priori knowledge as well as evolve itself for
changing situations? Therefore, an automatic rule base generation and adaptation system
need to be considered to allow the creation of fuzzy rules with minimal or even without any
a priori knowledge, as well as to support the changing situations through self-evolvement.
In addition, as stated earlier, fuzzy interpolation techniques relax the coverage requirement
of the rule base by approximating rules using their neighbouring ones, which allow an
inference consequent still to be obtained in the case of lacking of knowledge in the rule base.
However, all existing fuzzy interpolation approaches were developed based on the Mamdani-
style rule bases, which are not applicable for the TSK-style rule bases. It significantly restricts

the applicability of the TSK fuzzy inference systems. How does a crisp output be obtained
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from a sparse TSK-style rule base? As this reason, to enable an fuzzy interpolation reasoning

over sparse TSK-style rule bases is also required to be investigated.

1.4 Aims and Objectives

This PhD thesis aims to 1) develop a novel fuzzy interpolation approach, which enables
TSK fuzzy inference still to be performed over sparse TSK fuzzy rule bases, 2) propose an
automatic rule base generation and adaptation system that allow the rule bases to be generated
with minimal or even without any a priori knowledge to support the fuzzy interpolation
reasoning. In addition, to propose a mechanism that keeps the rule base to be evolved
themselves in order to support the changing situations in real time. The following objectives

will be achieved by this thesis:
* To investigate the existing fuzzy interpolation techniques.

* To develop a novel fuzzy interpolation approach to support not only the type-1 but also
the interval type-2 TSK fuzzy models, thus to allows the crisp inference results to be

obtained from sparse, dense or imbalanced TSK-style rule bases.

* To develop an automatic rule base generation and adaptation system, which allows the
creation of fuzzy rules with minimal or even without any a priori knowledge, and to

support the changing situations through self-evolvement.

* To evaluate the proposed approaches by applying real-world applications, including
the network intrusion detection system, the dynamic quality of service solution for the

enterprise network, and the inverted pendulum control problem.

1.5 Structure of the Thesis

The structure of the remainder of the thesis is outlined in this section. Briefly, the works
carried out in Chapter 2, Chapter 5, Chapter 6 and 9 achieved the first objective. Chapter 3
and 4 are linked to the second objective. The third objective is achieved by the works detailed
in Chapter 5. And the various applications of the proposed approaches, which are the fourth

objective, are described in Chapter 6 to 9.

Chapter 2: Background



1.5 Structure of the Thesis

This chapter provides the background theories of the fuzzy inference system, fuzzy interpo-
lation techniques, and the fuzzy rule base generation methods. In particular, two groups of
fuzzy interpolation approaches, namely resolution principle-based and analogy-based fuzzy
interpolation approaches, are reviewed, as well as the limitation of existing approaches and
possible improvements. In addition, the two types of rule base generation methods, i.e., the

knowledge-driven and data-driven approaches, are also reviewed in this chapter.

Chapter 3: TSK+ Fuzzy Inference System

The novel fuzzy interpolation approach, namely TSK+ fuzzy inference approach, is presented
in this chapter. Briefly, the proposed TSK+ fuzzy interpolation approach was an extension
of the conventional TSK fuzzy inference approach. In order to facilitate such an extension,
a new similarity degree measurement was introduced first, which calculates the similarity
degrees between observations and each rule antecedent in the rule base. Different from
the similarity measure used in the conventional TSK approach, the introduced one always
generates similarity degrees greater than 0, even when the observation and the rule antecedent
do not overlap at all. Then, the TSK fuzzy model is extended using this new matching degree
to obtain crisp inference results from sparse TSK fuzzy rule bases. The proposed fuzzy
inference engine is workable with sparse, dense or imbalanced TSK-style rule bases. In
addition, a data-driven TSK-style rule base generation approach was also developed to extract
compact and concise TSK rule bases from incomplete, imbalanced, normal or over-dense
datasets. Note that sparse and imbalanced datasets are still commonly seen, regardless of the
magnitude of the datasets in the era of big data. The proposed approach has been applied to
two benchmark problems to demonstrate the power of the proposed approach in enhancing
the conventional TSK inference method by means of broader applicability and better system
efficiency, and competitive performance in reference to other machine learning approaches.
The work in this chapter has been published in [111, 115].

Chapter 4: Interval Type-2 TSK+ Fuzzy Inference System

The proposed TSK+ fuzzy inference in Chapter 3 is extended in this chapter to allow the
utilisation of I'T2 TSK fuzzy rule bases. The extended fuzzy inference system TSK+ is able
to work with: 1) sparse rule bases, 2) dense rule bases, 3) Type-1 fuzzy sets, and 4) interval

type 2 fuzzy sets. The work presented in this chapter has been published in [114].

Chapter 5: Experience-based Rule Base Generation and Adaptation

This chapter reports an initial investigation into automatic rule base generation and adap-
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tation from very limited a priori knowledge. The proposed system mimics the pedagogic
approach of experience-based learning, which is driven by the grasping and transferring of
the proceeding performance experiences. In order to implement such a system, a weight
value is associated with each fuzzy rule, which is the integrated information of the rule’s
previous experience, including the usage frequency and the performance information. Then,
two neighbouring rules are selected by a combined metric of the weights of rules and the
distances from these rules to the given input. After a fuzzy interpolation step is performed, a
performance index, which is generally available for most of the intelligent control problems,
is employed to update the weights of rules regarding the previous performance informa-
tion. Based on the updated usage frequency and previous performance information, the
rule base is updated by means of adding a new rule or deleting an existing rule, which is
either out-of-date or proven to be faulty. Dissimilar with most of the existing data-driven
approaches, which require sufficient training data, the proposed method collects data while
it is performing inferences. By such a mechanism, the system benefits from both good and
bad performance. In particular, the bad inference steps are analysed, and the dependent rules
of such bad inference steps are traced and modified, which helps significantly in quickly
generating rule bases and also adapting the existing rule base to a changed problem. The
presented system is evaluated by numerical simulations. The evaluation results confirmed
that the system is not only able to generate a rule base to support the fuzzy interpolation
reasoning while performing inference but also able to adapt itself to a new situation when the

circumstances are changed. The work documented in this chapter has been published in [112].

Chapter 6: Intelligent Home Heating Control by Fuzzy Rule Interpolation

This chapter proposes an application of the conventional fuzzy interpolation technique,
which is a novel smart home heating control system by efficiently utilising the personal
data captured by smart portable devices. The system can enable the preheating of the home
by predicting when the residents will arrive home and thus addresses the limitation of the
existing heating controllers by using them as complementary parts of the existing ones. The

work discussed in this chapter has been published in [116].

Chapter 7: Network Intrusion Detection by TSK+

This chapter presents an application of the proposed TSK+ fuzzy interpolation approach, the
network intrusion detection system (NIDS). In particular, the data-driven method is adopted
in the proposed NIDS to generate a sparse TSK rule base. By employing the TSK+ inference
approach, the proposed NIDS system is not only able to generate security alerts for already
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known attack types, but is also able to detect potential unknown network threats. The works

in this chapter have been published in [207].

Chapter 8: Dynamic Quality of Service (QoS) Solution for Enterprise Network by
TSK+

The proposed TSK+ fuzzy interpolation approach is also applied in enterprise network
environments to help manage the priority of the network traffic in real time. This chapter
presents a dynamic QoS solution based on the differentiated services (DiffServ) approach
for enterprise networks, which is able to modify the priority level of a packet in real time by
adjusting the value of the Differentiated Services Code Point (DSCP) in the Internet Protocol
(IP) header of network packets. This is implemented by a 0-order TSK fuzzy model with a
sparse rule base, which is developed by considering the current network delay, the application
desired priority level and the user current priority group. DSCP values are dynamically
generated by the TSK fuzzy model and updated in real time. The proposed system has been
evaluated in a real network environment with promising results generated. The works in this

chapter have been published in [113].

Chapter 9: Inverted Pendulum Control by FRI with Experience-based Rule Base Gen-
eration

This chapter presents an application of FRI with the proposed rule base generation and
adaptation method to the well-known control problem, the inverted pendulum. In particular,
the system takes the pendulum’s angle as the input to produce the output, which is the input
voltage to the motor responsible for arm moving. The system starts with an empty rule base,
and initialises the rule base by randomly moving the arm for balancing the inverted pendulum.
After a number of iterations, the system is able to balance the pendulum with a reasonable

rule base generated.

Chapter 10: Conclusion
This chapter concludes the thesis with a summary of the achievements of the research pre-
sented, together with a discussion of possible future directions for research and potential

areas for implementation of the work.

Appendices
Appendix A lists the initialised rule base generated by the proposed TSK+ rule base genera-
tion approach for the network intrusion detection system.
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Appendix B lists the optimised rule base by using the GA for the network intrusion detection
system.

Appendix C lists the publications arising from work presented in this thesis.
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Chapter 2
Background

Conventional fuzzy inference systems, such as the Mamdani [127] and the TSK infer-
ences [177], are only applicable to dense rule bases by which the entire input domains are
fully covered; otherwise, no rule can be fired when a given observation does not overlap
with any rule antecedent. Fuzzy interpolation techniques, initially proposed in [94], address
such an issue, which allow the inference to still be performed over a sparse rule base, thus
improving the applicability of fuzzy models. Fuzzy interpolation can also be used to re-
duce the complexity of fuzzy models by excluding rules that can be approximated by their
neighbouring ones. Although a dense fuzzy rule base is not required by fuzzy interpolation
reasoning, a sparse rule base is still needed.

A fuzzy rule base is the core part of a fuzzy inference system that contains the knowledge
which is utilised by the reasoning mechanism of the system. Fuzzy rule base generation has
been intensively studied in the literature and is usually implemented in two ways: knowledge-
driven approaches (generating rules from human expert knowledge) [86] and data-driven
approaches (extracting rules from existing datasets) [34, 192]. Both types of rule base
generation approaches provide the ability to generate a reasonable rule base for system
use, although they may target different problems. This chapter systematically reviews the
literature in fuzzy interpolation and the corresponding fuzzy rule base generation approaches.

The rest of this chapter is organised as follows. Chapter 2.1 discusses different fuzzy
interpolation approaches. Chapter 2.2 explains the two types of the rule base generation
approaches, i.e., the knowledge-driven and data-driven approaches, as well as the rule base

simplification methods. Finally, Chapter 2.3 summarises the chapter.

11
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2.1 Fuzzy Interpolation

Given an input, termed as an observation, conventional fuzzy inference systems integrate the
final output by considering all overlapped rules based on the matching degree between the
given input and rule antecedent. However, if the system can not find any rule that its rule
antecedent overlaps with the given observation, no conclusion will be determined by using
conventional fuzzy inference mechanism s[52, 54, 94-96, 202]. For instance, assume that

there are only two fuzzy rules in the rule base, which are given below:

Ry : IF service is poor THEN tip is cheap o
R, : IF service is excellent THEN tip is generous. .
For a given observation that does not overlap with any rule antecedent, shown as:
Observation = service is average , (2.2)

the conclusion for this observation could not be obtained by using conventional fuzzy
inference methods, as no rule could be fired. If the triangular membership functions are
applied to represent the linguistic variables, the above example can be illustrated in Fig. 2.1.
Fuzzy interpolation techniques were developed to strengthen the power of fuzzy inference,
which supports reasoning on a sparse fuzzy base. Therefore, in the above case, a certain
conclusion is still able to be obtained by employing the fuzzy interpolation techniques.

A number of fuzzy interpolation approaches have been developed in the literature,
e.g. [8, 30, 35, 79, 80, 83, 85, 97, 100, 122, 123, 134, 169, 183, 204], which can typically
be grouped into two classes: resolution principle-based approaches and analogy-based
approaches. The resolution principle-based approaches represented each fuzzy set as a series
of a-cuts (a € (0, 1]), and the a-cuts of the consequence are calculated from the a-cuts of
the observation and of all involved rules. The final fuzzy set is assembled from all the a-cuts
of consequent fuzzy set by adopting the resolution principle [93, 159, 219]. Different from
resolution principle-based methods, the analogy-based approaches work by first creating an
intermediate rule such that its antecedent is as ‘close’ (given a fuzzy distance metric) to the
given observation as possible. Then, a conclusion is derived from the given observation by
firing the generated intermediate rule through the analogical reasoning mechanism. That
is, the shape distinguishability between the resultant fuzzy set and the consequence of the

intermediate rule is analogous to the shape distinguishability between the observation and

12
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Rule 1 Rule 2
- Antecedent Observation Antecedent
u(x
1L IF service is poor IF service is average IF service is excellent
Rule 1 Rule 2
) Consequent Consequent Consequent
X
HIXA THEN tip is cheap THEN THEN tip is generous
1 —
[i]

Fig. 2.1 Example of general fuzzy interpolation

the antecedent of the generated intermediate rule [18]. The rest of this chapter presents an

overview of two classes of such fuzzy interpolation techniques.

2.1.1 Resolution Principle-based Interpolation Approaches

Based on the reasoning processes, the resolution principle-based interpolation can also be

termed as single step rule interpolation [214], which directly interpolates a consequence

by considering the given observation and existing rules. The types of fuzzy interpolation

approaches are computationally efficient. This method is developed by adopting two funda-

mental principles: the Decomposition Principle and the Resolution Principle [93, 99, 219].

Accounting to these principles, each fuzzy set A is able to be denoted by a series of a-cut

intervals, represented as Ay, & € (0,1]. Given a o (0 < a < 1), the a-cut of the interpolated

13
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consequence fuzzy set can be computed from the a-cut of the observation fuzzy set and all
the fuzzy sets involved in the rules used for interpolation. The final interpolated consequence
fuzzy set can then be integrated from all computed o -cuts of the consequent fuzzy set for all

o € (0,1] by employing the decomposition principle.

2.1.1.1 KH Approach

The Koczy-Hirota approach, termed as the KH approach, is the first proposed resolution
principle-based fuzzy interpolation method that has been developed based on the concept that
the proportional distance between the estimated conclusion and the consequent sets of used
rules should be the same as the distance between the observation and the rule antecedents
of those rules [94-97]. An important notion in this approach is that all fuzzy sets involved
in the reasoning process must satisfy a partial ordering, denoted as ‘<’[220]. In particular,
given two normal and convex fuzzy sets A; and A,, which are associated with the partial

ordering, represented by A < Ay, if Vo € (0, 1], the following conditions will be satisfied:
inf{A;4} <inf{A4} and sup{A;4} < sup{Azq}, (2.3)

where A}y and Ay are the o-cut sets of A} and Ay, respectively, inf{A;y}, i = {1,2} is the
infimum of A;¢ and sup{A;y} denotes the supremum of A.
For simplicity, suppose a sparse rule base only contains two signal-antecedent fuzzy rules,

which has been given in Eq.2.4.

Ry :IFxisAy THENyis B,
Ry : IF xis Ay THEN yis B»,

(2.4)

where A(,A>, B, B, are normal and convex fuzzy sets that triangular membership function
are particularly used in this illustration, and assume that they are not overlapped each other.
For a given observation A*, which satisfies A| < A* < A,, a consequent B* can be determined
as:

D(A1q,Ay) _ D(Bia;By)

= Voo e (0,1], 2.5
D(A2a7A>&> D(BZOHB*OC) ( ] ( )

where D(.,.) is typically the Euclidean distance between two a-cut sets. For instance,
given two fuzzy sets Aj,A; and Vo € (0, 1], which are illustrated in Fig. 2.2, the distance
D(A1¢,A2¢) can be defined by the interval [Dr(A1¢,A2¢),Du(A1q,A2¢)], which is defined

14
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by:
Dy(A1a,A2q) = D(sup{A1q},sup{Azq}) = sup{Azq} —sup{Aiq} -
From Eq. 2.6, Eq. 2.5 can be rewritten as:
( inf{Byq} inf{Byq }
. * aAy) | Dp(Arg AY
inf{B%} = DL(A11 )+ L( 2 )
Dp(A1qAy) ' DL(A2gA)
4 2.7)

sup{B1q} sup{Bpy }
* } _ DyA14A) ' Dy(Arg Af)
o) — 1 1 .

Dy (A1qAG) | DyAyg i)

sup{B
\

Dy (A1, Aa) D1 (Azq,Aq)

Dy(B2a,Ba)

Dy(B1a,Ba)

(=]

D1.(B14, Ba) D1.(B2a,Ba)

Fig. 2.2 KH approach distance determination
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Alternatively, let

_ Dp(A1gAy) . inf{AG}-inf{Aq}

Mo = DiddAs) —  inf{An] nf{dy]
(2.8)

" _ Du(Aiady) _ sup{Ag}—sup{Aiq}

Ua Dy (Azq,AY) sup{Aaq } —sup{Ag} ’

where 7 is represented as a relative placement factor, which expresses the overall relative
location of the observation between rule antecedents of used rules for interpolation [209].

From this, Eq. 2.7 can be rewritten as:

il’lf{Ba} = (1 — }/La)inf{Bm} + ’)/Lainf{Bza}
(2.9)

sup{Bs} = (1 —m,)sup{Bia}+1,sup{Baa} -

It is clear from Eq. 2.9 that the a-cut set for consequence B* is generated, where By, =

[inf{ B} },sup{Bj, }]. The final consequence B* can then be constructed by:

B'= |J aBj. (2.10)
oe(0,1]

The KH fuzzy interpolation approach has also been extended to deal with more complex
cases, such as a multi-antecedent and signal-consequence systems. The working procedure
of such cases is similar to the single-antecedent situation. In these instances, given an
o, € (0,1], a set of interval distances between the o-cut of each observation and the a-cut
of its counterpart rule antecedents can be first determined. Those distances may have a
different metric, as the various domains represent the different attributes. In order to describe
a uniform metric over the whole space, a normalisation process is required. Then, the relative
placement factor () for the overall distance between the observation and the antecedents of
a rule is calculated by applying the Minkowski distances instead of the Euclidean distance
based on the normalised distance intervals in each input domain. Finally, the consequence of
the given observation can be readily assembled in the same way as for the signal-antecedent
situation.

In addition, the KH fuzzy interpolation approach has also been developed to deal with the
problem of the fuzzy extrapolation. Assume that a given observation A* is located outside of
two fuzzy sets A| and A,, where A| < Ay < A* as shown in Fig. 2.3, the distances between
A and A%, Ap and A*, B; and B* and B, and B* are illustrated in Fig. 2.3. The consequent
B* can be constructed as the same why as the KH interpolation approach by Eq. 2.10.
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A A, A

O . 14
DL(AZa:Aa)
Dy (A1q,Ag)
.u(xk B, B, B*
1 DU(Bla'BZx)
Dy(Bza,Bg)

PV S A ———— |\ S_—

Dy,(B24,B2) y

Dp.(Bia,Ba)

Fig. 2.3 KH fuzzy extrapolation approach distance determination

The KH approach is one of the simplest and earliest fuzzy interpolation approaches,
and developed based on the concept of the o-cut and the classical linear interpolation
mechanism. As it has the advantage of light computational complexity, this approach may
be suitable for real-time application. Also, it is more suitable to deal with triangular and
trapezoidal fuzzy sets, as those types of shapes can be easily represented by a number of
characteristic points in the a-cuts process. Although the KH approach ensures the fast
response performance of real-time applications, it may lead to ‘the abnormal problem’, which
is to generate invalid interpolated results, such as a non-convex fuzzy set [203]. In order to
eliminate this deficiency, a number of modifications or improvements have been proposed,
including [29, 39, 54, 123, 183, 184, 205].

17
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2.1.2 Analogy-based Interpolation Approaches

The analogy-based interpolation approaches are in the second class of the fuzzy interpolation
methods, which have been developed based on the analogical reasoning mechanism [18].
This type of approaches artificially creates an intermediate rule during the interpolation such
that the antecedent of the intermediate rule is as ‘close’ to the given observation as possible.
Then, a consequence can be determined through the analogical reasoning mechanism, which
considers the shape distinguishability between the given observation and the antecedent of
the created intermediate rule. The scale and move transformation-based fuzzy interpolation
(T-FRI) [77-80, 169] is a typical approach in this class.

2.1.2.1 T-FRI Approach

This method has developed based on the concepts of Representative Value, Scale Trans-
formation, Move Transformation and the Analogical approach. Particularly, during the
reasoning, an intermediated rule is constructed where its antecedent is close (or with the
shortest distance) to and has the same representative value as the observed antecedent fuzzy
set. And then the interpolative reasoning is performed by firing the created intermediated rule
through the scale and move transformation, thus generating a final conclusion. The T-FRI
approach is able to handle both signal-antecedent and multiple-antecedent situations, as well
as the various shapes of fuzzy sets in fuzzy rules, including triangular, complex polygonal
and Gaussian or bell-shaped fuzzy membership function [77, 80]. Compared with the KH
approach, which may generate invalid interpolated results, the T-FRI approach guarantees
the uniqueness as well as the normality and convexity of the resulting interpolated fuzzy sets.

For simplicity, the illustrated example used in Chapter 2.1.1 is re-used in this chapter for
better explanation. Given a fuzzy rule base that is comprised of two signal-antecedent and

signal-consequence fuzzy rules, listed below:

Ry :IFxis Ay THEN yis B
R, :IF xis A, THEN yis B, ,

2.11)

where each variable value A; (i = {1,2}) is represented as a triangular fuzzy set and is
conveniently denoted as (a;1,a,a;3), and where (a;1,a;3) is the support of the fuzzy set and
aj is the normal point, and given an observation (A* = (aj,a3,a3)), the calculation process
of the conclusion using the T-FRI approach can be summarised in the following steps.

Step 1: Calculate the representative value of the given observation and each fuzzy set
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involved in the neighbouring rules for interpolation using the following:

a;1 +ap+ap

Rep(A) = 3

ci={1,2}. (2.12)

Note that, the representative value of a fuzzy set reflects both the overall location and the
shape of this fuzzy set, which is usually defined as the average of the x coordinate values.
Step 2: Compute the relative placement factor based on the relative location of the observa-

tion regarding the two antecedents:

(2.13)

where D(Rep(A1),Rep(Ay)) represents the distance between two fuzzy sets A} and A,, which
is defined by:
D(Rep(A1),Rep(A2)) = Rep(A2) —Rep(Ay) . (2.14)

Step 3: Obtain the antecedent of the new intermediate rule A" = (a;,a,,a;) using:

(1—=A)ay; + Aag
a, (1 —l)alz—}-lazz (2.15)
a/3 =(1—=A)ajz+rays .

I
a
!/

Step 4: By comparing the areas of A’ and A*, obtain the Scale Rate (s) using the following:

/ /

s=23-9 (2.16)
dz —d
Step 5: Apply scale rate s to A’ to obtain A" using the following equations:
S = ay(1+42s) +ay (1 —s) +a/3(1 —)
e 3
a2 = 3 .
S ay(1—s)+ay(1—5s) —l—a/3(1 +2s)
3 = .
3

Step 6: By comparing the shape difference between A* and A", obtain the Move Transforma-
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tion Rate (IM).
3(a/1/fa’[) L N »
-, if a; > a)
M = 3(“%/ “1*)’ , (2.18)
a, —a .
agl—agl , ifa; <aj.

Step 7: Compute the consequence B’ of the interpolated rule using Eq. 2.15 in the same way
as for the antecedent of the intermediate rule, as given in Step 3.

Step 8: Apply the determined scale rate s to B to calculate the consequence B" of the
interpolated rule using Eq. 2.17 in the same way as for the antecedent of the intermediate
rule, as expressed in Step 5.

Step 9: Obtain the consequence B* of the given observation by applying M to B

( . " bllib
bl — bl‘l_M 2/3/ 1//
by = by—2M2 ifM>0
i " b//_b//
b3 — b3 +M 23 1
(2.19)
i " bllib//
b] — bl +M 3/:; 2”
b; = by—2MZBZ2 ifM <0 -
i " b” b//
(|05 = by +M=5=2

As mentioned previously, the T-FRI approach is also able to deal with complex situations
such as a fuzzy rule containing a multi-antecedent. In such cases, each input dimension
has its own parameter values for A,s and M. Obviously, all those values are supposed to
contribute to the final conclusion. Therefore, an average aggregation method is employed
in such complex situations to aggregate all of these values for the construction of the final

conclusion, where

A .
A :N;Aj (2.20)
1Y
s = szlsj (2.21)
M = ]%jéMj , (2.22)
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and where N is the number of antecedent variables. From here, the interpolated conclusion
B* can then be calculated by using aggregated A/,sl and M in a similar way as presented
above.

The T-FRI approach interpolates the conclusion based on the proposed scale and move
transformation mechanism, which is well suited for polygonal-shaped fuzzy sets, as well
as multi-dimensional situations. Although this approach considers the shapes of the fuzzy
sets through the process of the interpolation, it is able to handle those fuzzy sets whose
membership functions involve vertical slopes, such as a crisp number, very well. The main
advantage of this approach is that it restricts all involved fuzzy sets to be convex and normal.
Therefore, a valid conclusion can always be generated by using this approach. Despite
extensive supporting of very complicated situations, this method may not always support a

case where the given observation overlaps with the rule antecedent [109].

2.1.3 Adaptive Fuzzy Interpolation

Fuzzy interpolation techniques significantly strengthen the power of the fuzzy inference
system, which not only provides a way to reduce the complexity of fuzzy systems by
removing those rules that can be approximated by their neighbouring ones, but also improves
the applicability of the systems by enabling the performance of fuzzy reasoning upon sparse
rule bases. Common to both classes of fuzzy interpolation approaches introduced above is
the fact that interpolation is carried out in a linear manner. This may conflict with the nature
of some realistic problems, and consequently, this may lead to inconsistencies during the
interpolation processes. For instance, variable x is used to represent a person’s height. x is tall
will be defined if comparing with a shorter person, and it is also possible that x is short may
be held if comparing with a taller person. It is contradictory if x is fall and x is short are held
simultaneously in one single situation. The adaptive fuzzy interpolation approach [121, 122,
210, 213] was proposed to address this issue. Fundamentally, this approach was developed
based upon the T-FRI method, which is able to detect inconsistencies, locate possible fault
candidates and modify the candidates in order to remove all the inconsistencies.

This method employed the assumption-based truth-maintenance system (ATMS) [91, 92]
and the general diagnostic engine (GDE) [45] to support fuzzy interpolation by tracking
and locating possible inconsistencies during the processes of the fuzzy interpolation, before
making an effort to restore reasoning consistency once a fault had been located. In this
method, each pair of neighbouring rules is defined as a fuzzy reasoning component, which

takes certain fuzzy values as inputs and produces another fuzzy set as outputs. The reasoning
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Modified

Component Interpolator =

Justifications

Modifier

Contradiction

Candidates Dependencies

Fig. 2.4 Adaptive fuzzy interpolation reasoning process

process of the proposed adaptive fuzzy interpolation is summarised in Fig. 2.4. In particular,
the interpolator performs the fuzzy interpolation and passes the interpolated results to the
ATMS. And then, the ATMS records the dependencies between an interpolated result and
its proceeding fuzzy interpolative reasoning components. From this, the ATMS relays any
inconsistency or contradiction as well as their dependent fuzzy reasoning components to the
GDE. And then, the GDE works out all possible candidates from those sets of contradictory
dependent components. Finally, a modification process takes place to correct a certain
candidate to restore consistency by modifying the original linear interpolation to piecewise

linear interpolation.

2.1.3.1 Contradictions in Interpolation

In this work, the inconsistency between two different values is defined by an introduced
degree of contradiction (). Given the two propositions P(x; is Aj1) and P (x1is Ap), where
Aq1 and A, are two fuzzy sets, the degree of contradiction between P and P is defined by:

B=1-M(A1,Ar2), (2.23)
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where M(A11,A12) represents the matching degree between A1y and A, in the domain Dy,
of variable x1, which is defined by [24, 41]:

M(AH,Alz) = Sl;)p [min(uAll(x),uAlz(x))] . (224)
xe x)

Given a threshold of By (0 < By < 1), an inconsistency or a contradiction occurs, denoted as

Bo — contradiction, when the corresponding degree of contradiction is § > fy.

2.1.3.2 Representation of Interpolation Concepts in ATMS

The ATMS is implemented in the work to record dependency of the interpolated results as
well as contradictions in those fuzzy reasoning components from which they are inferred.
Therefore, propositions, contradictions and fuzzy interpolative reasoning components are all

represented as ATMS nodes. Typically, an ATMS node is formed as:
Node : < datum, label, justifications > , (2.25)

where the datum is the physical meaning that the node represents.

A justification in an ATMS node describes how a node is derivable from other nodes. The
three different main justification representations are defined:
1) For observation only: For a given observation O, the justification of its ATMS node has

not antecedent, as it is supposed to hold universally, which is able to be represented as:

=0. (2.26)

2) For inferred proposition: An ATMS node with an inferred proposition, which is inferred

through fuzzy interpolation reasoning, can be represented by an ATMS justification as:
O,RiR; = C, (2.27)

where R;R; denotes the fuzzy reasoning component which indicates the two fuzzy rules
R; and R; that have been used to generate the conclusion C from the given observation O.
In addition, if a node N is obtained by n other nodes, My, M;,--- ,M — N, by interpolation

through two fuzzy rules R; and R}, its justification can be rewritten as:
My, M, - ,Mn,RiRj:>N. (228)
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3) For propositions contradiction: Given two propositions, P(x is A;) and P (xis Aj), if
the degree of contradiction between P and Pis higher than a given threshold Sy, a By —

contradiction is deduced, which is represented as:
PP =g L. (2.29)

A label is a set of environments each supporting the associated node, which is extracted
from its justification. An environment contains a minimal set of fuzzy reasoning components
that jointly entail the node concerned, thereby describing how the node ultimately depends on
those fuzzy reasoning components. For instance, suppose that an ATMS node P; is inferred
from nodes P; and P, by the fuzzy reasoning component F] from observation C*, whose
justification is, therefore, P>, P35, F| = Py, assume that the label of fuzzy reasoning component
Fy is {RsR¢}, and the propositions P; and P; are {R|R;} and {R3R,}, respectively, the ATMS

node for P; can then be formed as:
P <x3= C*,{{Rle, R3Ry, R5R6}},{P1,P2,F1 = P3} > . (230)

During the interpolation processes, the ATMS records each interpolated result and its
proceeding interpolation components by generating the ATMS node. At the same time, the
degree of contradiction 8 between two propositions is obtained. Once an inconsistency,
termed as a B — contradiction, is detected, a contradiction node is created. Taking the above
illustration (Eq. 2.30) as an example, if B — contradiction has been detected in this case, a

contradiction node will be created, shown in Eq. 2.31:
1 <4, {{Rle, R3Ry, R5R6}}, {P17P2 = By J_} > . (2.31)

In the end, a specific ATMS node ‘false’, which collectively represents all the contradiction,
is generated by the ATMS label-updating algorithm [91], and this node will be passed to the
GDE to diagnose the problem.

2.1.3.3 Minimal Candidate Generation by GDE

Traditionally, the GDE has been developed to address physical world problems, which are
usually represented by component-based diagrams. In this work, the GDE is employed
to generate minimal faulty reasoning component candidates by manipulating the label

of the specific ‘false’ node. A minimal candidate is a possible minimal set of defective
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components, which need to be corrected at one time in order to remove all the contradictions.
Obviously, inconsistencies that result are generated from the failure of interpolation; this is,
at least one of its reasoning components is defective. Therefore, a minimal faulty reasoning
component candidates mush has a non-empty intersection with each environment that the
Po — contradiction is derivable from. For instance, given a specific ATMS node ‘false’,
shown as:

P, : < 1, {{RiR2, R3R4, R7Rs}, {R3R4, RsRs}} > | (2.32)

three minimal candidates can be generated as:
C) = [R3R4] , Co = [RiR2, RsRg] , C3 = [RsRg, R7Rs] , (2.33)

which means that fuzzy reasoning component R3R4 may be defective or fuzzy reasoning
components R|R, and RsRg or RsRg and R7Rg may both be defective at the same time. Once
the faulty fuzzy reasoning components are identified, a modification process takes place to

correct such defective components to restore consistency.

2.1.3.4 Candidate Modification

Given a set of defective components, which has been generated by the GDE, the modification
procedure is illustrated in Fig. 2.5. In particular, the algorithm randomly picks up a candidate
which has the smallest size from the non-empty defective candidate set for the modification.
And then, the modifier corrects each defective fuzzy reasoning component in the selected
candidate and propagates the modification to all the interpolated rules which are based on
the defective component. From here, the algorithm checks inconsistency again, and if all
contradictions have been removed, the candidate modification process will terminate with
an inconsistency free result. Otherwise, the algorithm will pick up a candidate again for
modification until all contradictions have been removed.

As the fuzzy interpolation techniques, including the KH and T-FRI approaches, are devel-
oped based on the linear interpolation technique, the relation between an antecedent variable
and the corresponding consequent variable in computing the T-FRI can be represented by
a linear line (a straight line in Fig. 2.6 between point P; and P»). The modification breaks
this straight line into two connected straight line segments, P; P; and P3P, as illustrated in
Fig. 2.6. Therefore, the original linear interpolation method has been replaced by a first-order
piecewise linear method. As a consequence, for a given antecedent of interpolated rule A*,
the computed conclusion is modified from B* to B*. In order to achieve such modification, a

pair of correction rates, denoted as ¢ and ¢, are introduced in this method. Particularly, ¢
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Defective Candidate Set

Pick up the smallest one

All contradictions
Removed ?

Terminate

Fig. 2.5 Flowchart of the consistency-restoring algorithm

represents the modification rate of the interpolated rules whose antecedents are on the left
side of the modified point (P; in Fig. 2.6), such as the antecedents between A and A* in

Cc = A,B* 9 ( .3

where A is the relative placement factor, which has been defined in the T-FRI approach
(Eq. 2.13), and can be obtained by:

D(Rep(B1), Rep(B*))

A = D(Rep(B). Rep(B2)

(2.35)

Similarly, ¢ represents the same on the right side, typically those antecedents located from

A* to A; in Fig. 2.6, which can be computed by:

[y
1—2g

(2.36)

Cc=
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X

A A* A,

Fig. 2.6 Defective reasoning component modification

From here, for any antecedent A*, which is located between A; and A*, its consequent B* is

modified to B*, whose corresponding relative placement factor Az; is:

Az =Ap-cC. (2.37)

Similarly, for any antecedent A*, which is located between A* and A,, the corresponding

—

relative placement factor A’ET? of its modified consequent B* can be obtained by:

*

e =1—(1-Ag) T (2.38)

From Eq. 2.35, the modified consequence can than be finally computed.

The adaptive fuzzy interpolation approach was originally proposed to efficiently find and
isolate possible faulty interpolated rules, which have caused the inconsistency. This approach
assumes that the employed interpolation mechanism is the only cause of contradictions; that
is, all given observations and rules are believed to be true and fixed. However, it may not
always be the case in the real world situations. Thus, this approach has been further extended
to allows the identification and modification of observations and rules [204, 211, 212]. This is
achieved by treating both observations and rules as diagnosable and modifiable components
in addition to interpolation procedures. The extended work has significantly improved the
efficacy of the original adaptive system by exploiting more information during both the

diagnosis and modification processes.
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2.1.4 Other Approaches

A number of other existing fuzzy interpolation approaches have also been reported in the
literature [9, 16, 17, 28, 37, 49, 54, 76, 101, 102, 183, 197]. The approach proposed in [37]
developed a weighting-based fuzzy interpolative reasoning approach. Different from the
KH and T-FRI approaches, which perform the fuzzy interpolation by only considering
two neighbouring rules, this approach allows the multiple fuzzy rules to be used for the
conclusion calculation. In this method, a weight factor is allocated to each antecedent
variable of fuzzy rules, and the interpolated result is aggregated by using a weighted average
mechanism. In the meantime, a genetic algorithm (GA)-based weight learning algorithm
is also proposed in this approach to allow the system to automatically learns the optimal
weights of the antecedent variables of the fuzzy rules. The advantage of this approach is that
it can deal with both polygonal membership functions and bell-shaped membership as well
as guaranteeing that the convex and normal fuzzy sets are generated. The same as for [37],
the approach of [49] also points out that the rule base may contain irrelevant, redundant
or even misleading rule antecedents, which will significantly affect the interpolated results.
Compared with the approach in [37], which identifies the importance of each rule antecedent
by giving different weight values, the approach of [49] employs harmony search-based
feature selection (HSFS) [50] to remove less important antecedent variables, which reduced
the complexity of the fuzzy model. The T-FRI approach is then employed to exploit the
information analysed by HSFS in an effort to facilitate more effective interpolation.

The approach of [197] is developed based on the concept of the core of the fuzzy set,
which is conventionally termed as the support of the fuzzy set. This approach constructs
intermediate rules by considering the middle point of the core instead of the representative
value, which is introduced by the T-FRI approach. Then, from similarities of fuzzy sets in the
antecedent and consequent parts, interpolative reasoning is performed with the constructed
intermediate rule by employing the similarity transfer concept. This approach guarantees
that the convex and normal fuzzy set can be generated, which overcomes the drawback of the
KH approach.

As the drawback of the KH approach may lead to invalid fuzzy sets being generated, a
number of methods have been proposed to overcome and avoid such an issue. One of the
methods suggested in [76] extends the KH approach by exploiting the notion of the slopes of
flanking edges. Fundamentally, the slope of the conclusion can be estimated from the linear
combination of the respective (left or right) slopes of the consequence of the neighbouring
rules, in a similar manner in which the slopes of the observation can be estimated from

the linear combination of the respective (left or right) slopes of the antecedents of the
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neighbouring rules. Another extension of the KH approach was proposed in [183], which
uses the vector representation of fuzzy sets instead of the ¢-cut sets representation. By
employing this representation method, each fuzzy set can be transformed to a vector of its
characteristics points. And then, the KH approach is applied to infer the conclusion based on
the processed vectors. In the end, the interpolated conclusion is able to be converted back
into the original coordinate system. Both approaches extend the original KH approach and
guarantee the consequence is a valid normal and convex fuzzy set. However, the approach
of [76] is restricted to triangular membership function only, which limits the applicability of
this method.

2.2 Fuzzy Rule Base Generation

A rule base, both Mamdani-style and TSK-style, can either be translated from expert knowl-
edge or extracted from data. The rule base led by the knowledge-driven approaches is
therefore essentially a representation of the human experts’ knowledge in the format of
fuzzy rules [142]. Recognising that the expert knowledge may not always be available,
data-driven approaches were proposed, which extract fuzzy rules from a set of training data
using machine learning and data mining techniques [158]. However, successful data-driven
approaches are usually built on a large amount of training data, and they normally lead to
dense rule bases to support conventional fuzzy inference systems. The rest of this chap-
ter presents a brief review of both knowledge-driven and data-driven rule base generation

approaches.

2.2.1 Knowledge-driven Rule Base Generation

The knowledge-driven rule base generation is a traditional way to build the rule base in
which the requisite rules are provided by domain experts and knowledge engineers, such
as [126, 132, 170, 187, 188]. The rule base generation processes can be summarised by six
steps that are illustrated in Fig. 2.7.

Step 1: The experts have to identify the problems. In order to represent a problem in
linguistic rules, the particular issue has to be firstly understood by human experts, thus to
considering the possible factors that could contribute to this problem.

Step 2: The critical factors need to be determined by experts. A number of factors may be

identified through the first step, which either directly or indirectly contribute to the problem.
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Step 1: Problem Identification

Step 2: Critical Factors Determination

Step 3: Input and Output Domain Definition

Step 4: Input and Output Domain Partition

Step 5: Membership Function Representation
Step 6: Fuzzy Rule Construction

Fig. 2.7 The processes of knowledge-driven rule base generation approaches

In order to reduce the complexity of the generated rule base, the most important factors have
to be determined by experts, which will be used as the inputs features in the next step.

Step 3: The domain experts have to define the domain for each input and output feature,
which can usually be achieved by either human experts or from real data, such as considering
the lower and upper boundaries of corresponding data.

Step 4: The domain experts need to partition the each identified input or output domain
to a number of areas, in order to represent the problem domain in a set of linguistic variables.
In the knowledge-driven approach, it is usually guided by the human experts’ knowledge
based on the previous experience. Note that, it is not necessary to partition the entire domain
equally. Based on the different situations, the input domain can be partitioned to a number of

unequal areas.

30



2.2 Fuzzy Rule Base Generation

Step 5: The domain experts then designs the membership functions to represent the
linguistic terms. There are various membership functions that can commonly be used for
the linguistic terms representation, such as triangle, trapezoid and Gaussian membership
functions, each of which is suitable for the different situation. Therefore, the domain experts
have to decide on the best representation for each linguistic term.

Step 6: Finally, the experts construct the fuzzy rule by creating the mapping between the
input and output, and the final rule base can then be generated by combining all established
rules.

In the knowledge-driven approach, the trade-off between the fuzzy model’s accuracy and
its complexity/simplicity, such as the number of inputs, the number of variables, etc., always
has to be considered. Typically, sufficiently increasing the number of rules will generically
provide better accuracy. However, it will increase the computation cost. By contrast, a
small amount of rules may not be able to obtain a satisfactory level of accuracy. Besides, a
drawback of this type of approach is that the experts’ knowledge is not always available in
the certain areas, which extremely limits the applicability of the knowledge-driven rule base
generation approach.

2.2.2 Data-driven Rule Base Generation

Data-driven rule base generation was proposed to minimise the involvement of human
expertise, which considers generating a fuzzy rule base from historical data by employing the
soft computing techniques, such as neural networks, genetic algorithms, k-Means clustering,
etc. [131]. Reviewing those approaches, most of them, in general terms, consist of three

general modules, as illustrated in Fig. 2.8.

* Data pre-processing: In this stage, raw data is represented in a pre-designed form,
which can be fed into soft computing techniques. The processes of data feature

extraction and feature selection are also deployed at this stage.

» Fuzzy rule extraction: In this stage, the soft computing techniques are adapted to
determine the relationship between input space and output space, thus extracting the

fuzzy rules, and then, combining all extracted rules to construct the rule base.

* Membership function optimisation: In order to increase the system performance, an
optimisation process may be adopted to fine-tune the membership functions. As the
constructed rule base is able to work with an inference engine to predict the output, it

is an optional process in the data-driven rule base generation.
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Raw Data

Data Pre-precessing

Processed Training
Data

Fuzzy Rules Extraction

Initialised Rule
Base

Rule Base Optimisation (Operational)

Fig. 2.8 The processes of data-driven rule base generation approaches

In general, based on the different soft computing techniques used, a number of represen-
tation methods have been developed for fuzzy rule extraction from numerical data, such as
one rule per data instance, one rule per class of data instances and one rule per cluster of data
instances. In addition, because of the different forms of rule consequence between Mamdani

and TSK fuzzy models, the fuzzy rule extraction methods are slightly different.

2.2.2.1 Mamdani Fuzzy Model

An important milestone in data-driven rule base generation was established in [192], which
proposed a non-iterative method to generate complete linguistic rules from data [56]. This
approach firstly fuzzy partitions the input and output domains. After that, each numerical
data sample is used to represent one fuzzy rule with a special weight, which is allocated
based on the degrees in every fuzzy partition of the input and output spaces. And then, all
conflicting rules are combined to generate the final rule base. This approach provides a fast
and non-iterative way to generate the rule base from data. However, the method of one rule

per data instance approaching is very susceptible to noise in the data.
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A number of machine learning and data mining methods have been employed to automati-
cally extract fuzzy rules from numerical data, which extremely reduces the influence of noisy
data, such as k-NN [42], support vector machine [145], decision tree [56], Naive Bayes [149],
random forest [46], artificial neural network [140, 224], genetic algorithm [147, 171] and
k-Means clustering [161]. These approaches usually use either classification or clustering
techniques to divide the given training dataset into a number of classes or clusters, and then
the fuzzy rules can be extracted based on different classes or clusters. Commonly, such
approaches require a large number of training data, and they often leads to dense rule bases
to support conventional fuzzy inference systems.

Recent development of rule base generation has been reported, with compact sparse rule
bases targeted [178]. This approach is developed based on the concept of profile curvature
values of different parts of the data pattern. In particular, the method divides the problem
domain into a number of components (sub-regions). As the ‘flat’ or ‘straight’ parts of the
pattern can be approximated by linear fuzzy interpolation techniques, only the parts with
higher curvature values are selected for fuzzy rules extraction. The approach comprises
two fundamental processes: raw rule base generation and rule base optimisation, which are
illustrated in Fig. 2.9.

Domain partition: Given a training dataset, which is distributed in a 3-dimensional space
(2-inputs and signal output), the input domain is equally partitioned into a x b grid areas,
where a and b € N indicate the number of partitions on a horizontal axis and a vertical axis,
respectively.

Curvature value calculation: The profile curvature values are usually used in geospatial
analysis, which represents the steepest downward gradient for a given direction [151]. The
profile curvature values are used in this approach to help indicate the importance of each
sub-region. Given a sub-region f(x,y), the profile curvature, k,, is the rate at which a surface
slope, S, changes whilst moving in the direction of grad(f), which can be calculated by the
directional derivative:

Dz (F)=<JF-#. (2.39)

The directional derivative refers to the rate at which any given scalar field, F (x,y), is changing
as it moves in the direction of some unit vector, 7, such as i = —(5/f/S), where S is the

slope defined as the magnitude of the gradient vector and is a scalar field:

Seey) =V fl=\f+12, (2.40)
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where 7 f = (fy, fy,0) denotes the gradient of this surface, which is a 2D vector that points
in the steepest uphill and downhill directions. From here, the profile curvature values, k,,

can be expressed as:
kp=—S"1(VS-Vf), (2.41)

Training
Data Set

Domain Partition

Sub-Region 1 Sub-Region n

Profile Curvature Profile Curvature
Calculation Calculation

Ignore this

Sub-Region

Rule Extraction Rule Extraction

Raw
Rule Base

Membership Function
Fine Tune

Optimised
Rule Base

Fig. 2.9 The work flow of the curvature based rule base generation
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In order to calculate the overall linearity of a sub-region, eight directions of profile
curvature values, which are defined from the centre of the sub-region to the four corners
and the central points of the four edges, are defined, such as k,,i = {1,2,---,8}. That is,
the final profile curvature value takes the maximum value of the eight directional curvature
values: k, = max(kp,), i ={1,2,---,8}.

Rule extraction: Given a curvature threshold 0, if the curvature value of a sub-region is
greater than 0, the corresponding sub-region will be selected to form a fuzzy rule. In this
approach, each selected sub-region is represented by one fuzzy rule. For simplicity, only
isosceles triangular fuzzy sets are employed in this approach, each of which can be precisely
represented as A = (ay,a»,a3), where a; is the core and (ay,a3) is the support of the fuzzy
set. In this approach, the core of the fuzzy set is set to the centre of the sub-region, and the
support of the fuzzy set is equal to twice the span of the corresponding sub-region. Given a
selected sub-region f(x,y), the extracted fuzzy sets are illustrated in Fig. 2.10. The raw rule

base can then be constructed from all extracted rules.

Fig. 2.10 Fuzzy sets extraction
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Optimisation: To increase the performance, the genetic algorithm (GA) is adopted for
the raw rule base optimisation. In general, a chromosome, denoted as /, in the GA usually
represents a possible solution. Therefore, the chromosome is designed in this approach to
represent the entire rule base. For simplicity, this approach is only considered to fine-tune the
support of each fuzzy set. Given an isosceles triangle fuzzy set A, its support is denoted as
supp(A). With this requirement, the length of a chromosome is set to 3 X n, as illustrated in

Fig. 2.11, where n denotes the number of rules in the rule base. The objective function used

— Rule 1 > P Rule n >
I I I I
: Input 1 Input 2 Output : : Input 1 Input 2 Output :
I X y 7 I I X y . I
supp(A;) | supp(Bs) | supp(Ci) L) supp(An) | supp(B,) | supp(C,)

Fig. 2.11 Chromosome encoding

in this work is to minimise the root mean square error (RMSE), which can be calculated as

follows:

(zj—2j)?
,iE{l,'-‘,’PH’, (242)

where m is the size of the training dataset, |P| is the size of population, z; is the labelled
defuzzifised output value of the j*” training data sample and 2 j represents the defuzzifised
output that is generated by applying a particular fuzzy interpolation approach over the "
solution of the rule base in the population. Two genetic operators, signal point crossover and
mutation, are employed to generate the next generation of population with particularly the
‘roulette wheel’ selection mechanism for chromosome selection. In addition, the termination
condition is set to the maximum number of iterations is reached or the RMSE value is less
than a predefined threshold.

The profile curvature-based fuzzy rule base generation approach successfully applied a
concept in geography to solve the soft computing problem, which adopts the profile curvature
values to identify the importance of each divided sub-region. This approach is not only able
to reduce the complexity of the generated rule base but is also able to produce a sparse rule

base particularly for fuzzy interpolation techniques. The main advantage of this approach
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is that it does not require a large number of training datasets. However, as the property of
the profile curvature, this approach is only able to deal with a 2-inputs and a signal output

Mamdani fuzzy model, which significantly reduces the applicability of this method.

2.2.2.2 TSK Fuzzy Model

The antecedent variables of a TSK rule are represented as fuzzy sets and the consequence is

represented by a linear polynomial function, shown as:

R:IF x;isAjand ---and x,,, is A,
THENy:f(XI, 7-xm)7

(2.43)

where A; (i € {1, ...,m}) represents the fuzzy set in the TSK rule antecedent, and f(x1,- - ,X;)
is the polynomial function in the rule consequence, which is usually denoted as By + Bix1 +
“++ 4 Bmxm, where B; (j € {0,1,--- ,m}) are constant parameters of the polynomial func-
tion. Data-driven fuzzy rule extraction approaches then usually first partition the problem
domain into multiple regions or rule clusters. Then, each region is represented by a TSK
rule. Various clustering algorithms, such as K-Means [125], fuzzy C-Means [55] and moun-
tain clustering [201], can be used to divide the problem domain into sub-regions or rule
clusters [27, 33, 155, 158].

Given a rule cluster that contains a set of multi-dimensional data instances, a typical TSK
fuzzy rule extraction process is performed in two steps: 1) rule antecedent determinations and
2) consequent polynomial determination [138]. The rule antecedent determination process
prescribes a fuzzy set to represent the information of the cluster on each dimension, such as
Gaussian membership functions [33, 129], triangle membership function [173] and trapezoid
membership function [88]. The consequent polynomial can usually be determined by em-
ploying linear regression techniques [138, 158], such as linear least squares regression [144],
maximum likelihood estimation [175] and principal component regression [216]. Once each
rule cluster has been expressed by a TSK rule, the TSK rule base can be assembled by
combining all the extracted rules.

Note that a 0-order TSK fuzzy model is required if only symbolic labels are included in
the output of the dataset [90]. In this case, the step of consequent polynomial determination
is usually omitted. Instead, discrete crisp numbers are typically used in representing the
symbolic output values. Accordingly, the rule base generation process is different by firstly
dividing the labelled dataset into multiple sub-datasets, each sharing the same label. Then, a

clustering algorithm is applied to each sub-dataset to generate rule clusters. Finally, each
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rule cluster is represented as the antecedents of a rule, with an integer number used as the
0-order consequence representing the label.

A number of data-driven TSK rule base generation methods have been proposed in the
literature. Most of them were developed based on the clustering techniques as introduced
above, which use the number of clusters to decide the number of rules. Therefore, the
system accuracy and the number of rules (the number of clusters) have to be simultaneously
considered. Also, unlike the Mamdani fuzzy model, there is no fuzzy interpolation technique
available to perform the TSK inference when a sparse rule base is provided. Therefore,
common to all existing TSK rule base generation methods, all of them are targeted on a
dense rule base, in which the entire input domain has been fully covered, although most of

them are able to deal with an imbalanced dataset.

2.3 Summary

This chapter has presented a literature review of typical fuzzy rule interpolation methods,
and the fuzzy rule base generation approaches. Notably, the first part of the chapter has
mainly reviewed the basic concepts of the fuzzy interpolation techniques. Briefly, the fuzzy
interpolation techniques are not only able to perform the fuzzy inference on the sparse rule
bases but are also able to reduce the system complexity by omitting the rules that may be
approximated by their neighbouring ones. Fundamentally, according to the implementation
methods, the existing fuzzy interpolation approaches can be grouped into two categories,
the resolution principle-based approaches and the analogy-based approaches. In particular,
the resolution principle-based approaches are able to directly interpolate a consequence by
considering the given observation and the existing rules. The analogy-based approaches first
generate an intermediate rule such that the antecedent of the intermediate rule is as ‘close’
to the given observation as possible. And then, a consequence is able to be interpolated by
considering the shape distinguishability between the given observation and the antecedent
of the generated intermediate rule. The KH approach, the T-FRI approach and the adaptive
fuzzy interpolation approach are taken as the representatives to illustrate the implementations
of fuzzy interpolation techniques in the first part of this chapter.

The second part of the chapter has reviewed the methodologies of the fuzzy rule base
generation. Generally speaking, a rule base can either be translated from expert knowledge
or data. The knowledge-driven approaches are the traditional way to build a rule base,
which requires the particular problem to be understood by domain experts. The data-driven

approaches were proposed to minimise the involvement of human expertise. In the data-
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driven rule base generation approaches, the fuzzy rules are extracted from numerical data. In
particular, the procedures of data-driven methods for different fuzzy models, the Mamdani
fuzzy model and the TSK fuzzy model, have also been reviewed in the second part of this

chapter.
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Chapter 3
TSK+ Fuzzy Inference System

A rule base covering the entire input domain is required for the conventional Mamdani
inference and the Takagi—Sugeno—Kang (TSK) inference. Fuzzy interpolation enhances
conventional fuzzy rule inference systems by allowing the use of sparse rule bases by
which certain inputs are not covered. Given that most of the existing fuzzy interpolation
approaches were developed to support the Mamdani inference, this chapter presents a fuzzy
interpolation approach that extends the TSK inference. The chapter also proposes a data-
driven rule base generation method to support the extended TSK inference system. The
proposed system enhances the conventional TSK inference in two ways: (1) workable with
incomplete or unevenly distributed datasets or incomplete expert knowledge that entails
only a sparse rule base, and (2) simplifying complex fuzzy inference systems by using more
compact rule bases for complex systems without the sacrificing of system performance. The
experimentation shows that the proposed method overall outperforms the existing approaches
with the utilisation of smaller rule bases.

The structure of the rest of this chapter is organised as follows. Chapter 3.1 introduces
the theoretical underpinnings of the TSK fuzzy inference model. Chapter 3.2 presents the
extended TSK system, and Chapter 3.3 discusses the proposed rule base generation approach.
Chapter 3.4 details the experimentation for demonstration and validation. Chapter 3.5

summarises the chapter.

3.1 Conventional TSK Inference

Suppose a TSK-style fuzzy rule base comprises of n rules, each with m antecedents:
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Ry :IF x;isAjj and ---and x,,, 1S A,;;1
THEN y = fi(x1,-* ,Xm)
= Bo1 + Brix1 + - + B Xm,
...... (3.1)
R, :IF x1is A, and ---and x,,, 1S A,
THEN y = f,,(x1,- -+ ,Xm)
= Bon + Brax1 + -+ + BunXm,

where By, and B, (r € {1,2,--- ,n} and s € {1,2,---, m}) are constant parameters of the
linear functions of rule consequences. The consequent polynomials deteriorate to constant
numbers Sy, when the outputs are discrete crisp numbers (to represent symbolic values).
Given an input vector (A}, --,Ay)), the TSK engine performs inference in the following
steps:

1: Determine the firing strength of each rule R, (r € {1,2,--- ,n}) by integrating the
similarity degrees between its antecedents and the given inputs:

0 = S(AL A1) A~ AS(AL, Amy), (3.2)

where A is a t-norm usually implemented as a minimum operator, and S(A},As) (s €

{1,2,--- ,m}) is the similarity degree between fuzzy sets A} and Ay,

S(AY. A) = max{min{ua; (x), fa, (¥)}}, (3:3)

where 14+(x) and 4, (x) are the degrees of membership for a given x in the domains of
fuzzy sets A and A, respectively.

2: Calculate the sub-output led by each rule R, based on the given observation (A7, -+ ,A):

fr(xT7 U 7x;:1)

(3.4)
= Bor + ﬁerep(AT) +et ﬁerep(A;;,,)7

where Rep(A}) is the representative value or defuzzified value of fuzzy set A¥, which is often

calculated as the centre of the area of the fuzzy set membership function.
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3: Generate the final output by integrating all the sub-outputs from all the rules:

n
Z a,f,(xT, Tt 7x;1k1)
r=1

n
ya
r=1

y= (3.5)

It is clear from Eq. 3.3 that the firing strength will be O if a given input vector does not
overlap with any rule antecedent. In this case, no rule will be fired and the conventional TSK

approach will fail.

3.2 TSK+ Inference

The conventional TSK fuzzy inference system is extended in this chapter by allowing the
interpolation and extrapolation of inference results. The extended system is thus workable
with sparse, dense and imbalanced rule bases, which is termed as the TSK+ inference system.
It has been proven in the literature that different types of membership functions do not pose
a significant difference in inference results if they are properly fine-tuned [26]. Based on
this, only triangular membership functions are used in this work for computational efficiency.
Note that the Gaussian membership function will not be considered in this chapter, because

the proposed similarity measure is not suitable for the Gaussian membership functions.

3.2.1 The Similarity Measure

Conventional TSK will fail if a given input does not overlap any rule antecedent in the rule
base. This can be addressed using fuzzy interpolation such that the inference consequence
can be approximated from the neighbouring rules of the given input. In order to enable this,
the measure of firing strength used in the conventional TSK inference is modified based on a
revised similarity measure proposed in [36]. In particular, the similarity measure proposed
in [36] is not sensitive to distance in addition to membership functions. This similarity
measure is further extended in this chapter such that its sensitivity to distance is flexible and

configurable to support the development of the TSK+ inference engine.
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3.2 TSK+ Inference

Given two triangular fuzzy sets A = (aj,az,a3) and A’ = (d),d},d}) in a normalised

variable domain, their similarity degree S(A,A’) can be calculated as in [36]:

3
Y lai—ajl
awnr- (140

Eq. 3.6 is extended in this work by introducing a configurable parameter as:

3
Y |ai—ail
S(A,A’):(l——"‘1 3 >-d, 3.7)

where d, termed as the distance factor, is a function of the distance between the two

concerned fuzzy sets:

a) = ay =as
! /

1 ; ;
&a =a,=ay

(3.8)

1

T e IAATES) otherwise,

where ||A,A’|| represents the distance between two fuzzy sets, usually defined as the Euclidean
distance of their representative values, and s (s > 0) is an adjustable sensitivity factor. The
smaller value of s leads to a similarity degree which is more sensitive to the distance between
the two fuzzy sets. The number 5 in the equation is a fixed number which is determined in
order to make sure the distance factor can be maximised when the distance between two
fuzzy sets is 0. According to Eq. 3.8, the distance factor is not considered when fuzzy sets
A and A’ are both crisp. This is because the shapes of the fuzzy sets need to considered by
the representative values as contributing elements of the distance factor when the objects
are fuzzy sets, but there is no point in considering this element if the objects are crisp
numbers [84].

The modified similarity measure S(A,A’) between fuzzy sets A and A’ has the following

properties:

1. larger value of S(A,A’) represents higher similarity degree between fuzzy sets A and
A’

2. S(A,A") = 1if and only if fuzzy sets A and A’ are identical,
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3. S(A,A’) > Ounless (aj =a; =az =0and a| = a5 =d; = 1) or (a; =a» =a3 =1 and

R A
ay =a, =ay=0).

3.2.2 Extending TSK to Work with Sparse Rule Bases

Given a rule base as specified in Eq. 3.1 and an input vector (A}, --,A;,), the TSK+ performs
inferences using the same steps as those detailed in Chapter 3.1, except that Eq. 3.3 is
replaced by Eq. 3.7. According to the third property of the modified similarity measure
discussed above, S(A},Ay) > 0 unless A and Ay, take boundary crisp values 0 and 1. This
means the firing strength of any rule R, is always greater than 0, i.e., o, > 0, except for
the special case when only boundary crisp values are involved. As a result, every rule in
the rule base contributes to the final inference result to a certain degree. Therefore, even
if the given observation does not overlap with any rule antecedent in the rule base, certain
inference results can still be generated, which significantly improves the applicability of the

conventional TSK inference system.

3.3 Rule Base Generation

A data-driven TSK-style rule base generation approach for the proposed TSK+ inference
engine is presented in this chapter, which is outlined in Fig. 3.1. Given a dataset T which
might be sparse, unevenly distributed, or dense, the system firstly groups the data instances
into clusters using certain clustering algorithms. Then, each cluster is expressed as a TSK
rule by employing linear regression. From this, an initial rule base is generated by combining
all the extracted rules. Finally, the initialised rule base is optimised by applying the genetic

algorithm (GA), which fine-tunes the membership functions of fuzzy sets in the rule base.

training rule raw optimised
data set rule base rule base

Clustering Optimisation R,

Extraction

Fig. 3.1 TSK+ rule base generation

3.3.1 Rule Base Initialisation

Centroid-based clustering algorithms are traditionally employed in TSK fuzzy modelling

to group similar objects together for rule extraction [33], which is also the case in this
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work. However, differing from existing TSK-style rule base generation approaches, the
proposed system is workable with dense, sparse and unevenly distributed datasets. Although
a number of clustering approaches have been proposed in the literature to deal with sparse
and unevenly distributed datasets, such as [69, 118, 165], they suffer from exponential
computational complexity, and have no performance guarantees [103, 222]. Therefore, a
two-level clustering scheme is applied in this work. The first level of clustering divides the
given (dense/sparse) dataset into multiple sub-datasets using a sparse K-Means clustering
algorithm, which performs well on both sparse and dense datasets [194]. Based on the feature
of the sparse K-Means clustering, those divided sub-datasets can be considered as the dense
datasets. The second level of clustering is applied on each obtained dense sub-dataset to
generate rule clusters for TSK fuzzy rule extraction by employing the standard K-Means
clustering algorithm [125]. Note that the number of clusters has to be pre-defined for both

the sparse K-Means and the standard K-Means, which is discussed first below.

3.3.1.1 Number of Clusters Determination

A number of approaches have been proposed in the literature to determine the value of k, such
as the Elbow method [13, 182], the Information Criterion Approach [20, 200], the Cross-
validation [105, 98, 172], the Bayesian Information Criterion (BIC)-based approach [152],
and the Silhouette-based approach [44, 119, 160]. In particular, the Elbow method is faster
and effective [13], and this approach is therefore employed in this work. This method
determines the number of clusters based on the criteria that adding another cluster does
not lead to a much better modelling result based on the given objective function [13]. In
particular, the implementation of the Elbow method is to run K-Means clustering on the
dataset for a range of values of k(k € {1,2,...,n},n € N). For each value of k, to calculate
the sum of squared errors (SSE}), thus to obtain the performance improvement PI;(k > 2),
such as Pl = SSE; — SSE;_;. And then, to plot a line chart of the improved performance
for each value of k. The line chart should looks like an arm, and the "elbow" on the arm
is the determined value of k. For instance, for a given problem, the relationship between
performance improvement and the value of & is shown in Fig. 3.2. The value of k in this case
can be determined as 4, which is the obvious turning point (or the elbow point of the arm).
Note that the performance improvement may fluctuate after the obvious turning point. In this
case, the first obvious turning point will be used as the determined number of & in order to

minimise the generated number of rules.
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<y

Performance Improvement

| | | | | | | | [

2 3 4 5 6 7 8 9 10

[uny

Number of clusters (k)
Fig. 3.2 Determination of k using the Elbow method

3.3.1.2 Dense Sub-dataset Generation

The sparse K-Means is an extension of the standard K-Means for handling sparse datasets [194].
Assuming k clusters are required, the sparse K-Means also starts with the initialisation of
k centroids (usually randomly). This is followed by the assignment of data instances to
centroids and the updating of centroids based on the assignments, which are iterated until
there is no change in the assignments. Different from the standard K-Means, which assigns
objects with the goal of minimising the within-cluster sum of squares error (SSE), the sparse
K-Means assigns objects by maximising the between-cluster sum of squares error (BCSS),

which is defined as:
m+1 p
BCSS =Y (Y (xiqg—q)* — SSE), (3.9)
qg=1 t=1

where p is the total numbers of data instances in the given dataset, m is the number of input
features in the given dataset, i, is the mean of all the elements on the q’h feature, and x4 is
the ¢'" feature of the 1" data point in the given dataset.

The within-cluster sum of squares error (SSE) is defined as:

k DPj

SSE=Y"Y (Il xj —v; )%, (3.10)

j=1t=1

where k is the number of clusters determined by the Elbow approach, p; is the number of
data instances in the j'" cluster, x;; is the #'" data point in the j" cluster, v; is the ;" cluster

centre, and || xj; —v; || is the Euclidean distance between xj; and v;. Note that if the labels in
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a given dataset are symbolic values, only O-order TSK rules are required and thus Eq. 3.9

becomes:

m P
BCSS =Y (Y (xtq — 1g)* — SSE). (3.11)
qg=1 t=1

Note that a density-based K-Means was proposed in [61], which is also able to deal with
sparse datasets. However, this approach is not applied in this work for a number of reasons.
It is difficult to determine the right values of the two required parameters, including the
distance between objects in one cluster, and the number of neighbouring objects in a cluster.
This has been discussed and partially addressed in [156], but the approach is applicable to

spatial-temporal data only.

3.3.1.3 Rule Cluster Generation

Once the given training dataset T has been divided into k dense sub-datasets, K-Means
is employed to each determined sub-dataset 7; (1 < i < k) to generate rule clusters, each
representing a rule. Assume that k; clusters are required for a sub-dataset 7;. K-Means is
initialised by k; random cluster centroids. It then assigns every data instance to one cluster

by minimising the SSE:
ki pi

SSE =Y Y (Il < —v; )%, (3.12)

j=1t=1

where pi is the number of data points in the j/”* cluster of the sub-dataset 7;, x;t is the ' data
point in the j'” cluster in the sub-dataset T}, vj- is the centre of the j'” cluster in the sub-dataset
T;, and || x, —v'; || is the Euclidean distance between x'; and v;. Once all the data instances
are assigned, the algorithm updates the cluster centroids accordingly to the newly assigned
members. These two steps are iterated until there is no change in object assignments. After
the K-Means is applied, the given training dataset T is divided into n = Zl;':1 k; clusters. For
simplicity, the generated rule clusters are jointly represented as {RC;,RCy,--- ,RCy}.

3.3.1.4 Fuzzy Rule Extraction

Each determined cluster from the above steps is utilised to form one TSK fuzzy rule. A
number of approaches have been proposed to use a Gaussian membership function to
represent a cluster, such as [158]. However, given the fact that most of the real-world data are
not normally distributed, the cluster centroid is not usually identical with to the centre of the

Gaussian membership function, and thus Gaussian membership functions may not be able to
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accurately represent the distribution of the calculated clusters. In order to prevent this and
also keep computational efficiency, triangular membership functions are utilised in this work.
Suppose that a dataset has m input features and a single output feature. Given a rule

cluster RC, (1 < r <n), a TSK fuzzy rule R, can be extracted from the cluster as follows:

R, :IF xyis A, and --- and x,,, is A,

(3.13)
THEN y = f(x1,- -+, Xp)-

Without loss generality, take the s'" dimension (1 <5 <m) of rule cluster RC, as an example,
denoted as RCS. Suppose that RCS has p, elements, i.e., RCS = {x!, x2,--- . x¥"}. As only
triangular fuzzy sets are used in this work, fuzzy set Ay, can be precisely represented as

2 3

(al,,a%.,al.). The core of the triangular fuzzy set is set as the cluster centroid, that is

afr = Zﬁ;;lx? /pr; and the support of the fuzzy set is set as the span of the cluster, i.e.,
(aslrvagr) = (min{x; ,X?, e 7x€r}7 max{xslvxgv e axfr})'

First-order polynomials are typically used as the consequences of TSK fuzzy rules.
That is, y = Bor + Biyx1 + - - + BmrXm, Where the parameters By, and B, s € {1,2,...,m}
are estimated using a linear regression approach. Locally weighted regression (LWR) is
particularly adopted in this work, due to its ability to generate an independent model that
is only related to the given cluster of data in the training dataset ([138, 158]). The rule
consequence will deteriorate to O-order, if the values in the output dimension are discrete
integer numbers. From this, the raw base is initialised by combining all the extracted rules,

which is of the form of Eq. 3.1.

3.3.2 Optimisation

The generated raw rule base is optimised in this chapter by fine-tuning the membership
functions using the general optimisation searching algorithm, the genetic algorithm (GA).
GA has been successfully utilised in rule base optimisation, such as in [133] and [178].
Briefly, GA is an adaptive heuristic search algorithm for solving both constrained and
unconstrained optimisation problems based on evolutionary ideas of the natural selection
process that mimics biological evolution. The algorithm firstly initialises the population with
random individuals. It then selects a number of individuals for reproduction by applying
the genetic operators. The offspring and some of the selected existing individuals jointly
form the next generation. The algorithm repeats this process until a satisfactory solution is

generated or a maximum number of generations has been reached.
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3.3.2.1 Problem Representation

Assume that an initialised TSK rule base is comprised of n rules, as expressed in Eq. 3.1. A
chromosome or individual, denoted as /, in the GA is used to represent a potential solution,

which is designed to represent the rule base in this proposed system, as illustrated in Fig. 3.3.

R1 e o o RT e o o Rn
r’ o
, Inputl Input m Output |
— x; — — Xy, —N— Yy —

1 2 3
Aty | Al | QT | eee |G| Qe | G| Bor| eee |Bimr

Fig. 3.3 Chromosome encoding

3.3.2.2 Population Initialisation

The initial population P = {1,151 ‘]p‘} is formed by taking the initialised rule base and
its random variations. In order to guarantee all the fuzzy sets are valid and convex, the
constraints a!, < a2, < a3, is applied to the genes representing each fuzzy set. The size of
the population |P| is a problem-specific adjustable parameter, typically ranging from tens to

thousands, with 20 to 30 being used most commonly [134].

3.3.2.3 Objective Function

An objective function is used in the GA to determine the quality of individuals. The objective
function in this work is defined as the root mean square error (RMSE). Given a training
dataset T and an individual ;, 1 <i < |P|, the RMSE value can be calculated as:

(3.14)

where |T| is the size of the given training dataset, z; is the label of the j* " training data instance,
and Z; represents the output value led by the proposed TSK+ inference approach. The
individual with the smallest value of RMSE represents the fittest solution in the population.
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3.3.2.4 Selection

A number of individuals need to be selected for reproduction, which is implemented in
this work by the fitness proportionate selection method, also known as the roulette wheel
selection. Assuming that f; is the fitness of individual /; in the current population P, its

probability of being selected to generate the next generation is:

f.

pl) = —=¢
Z|P| . fj

(3.15)

where |P| is the size of the population. The fitness f; of an individual /; in the proposed
system was determined by adopting the linear-ranking algorithm ([6]) that can be calculated

by:
2(max—1)(r;i—1)

L ’

where r; is the ranking position of individual /; in the ordered population PP, and max is the

fi=2—max+ (3.16)

bias or selective pressure towards the fittest individuals in the population.

3.3.2.5 Reproduction

Once a number of parents are selected, they then breed some individuals for the next
generation using the genetic operators, crossover and mutation, as shown in Fig. 3.4. In
particular, crossover swaps contiguous parts of the genes of two individuals. In this work,
the single-point crossover approach is adopted, which swaps all data beyond this index point
between the two parent chromosomes to generate two children. Note that the crossover point
can only be between those genes which are employed to represent two different fuzzy sets,
such that all the fuzzy sets are valid and convex all the time during the reproduction process.

The second genetic operator mutation is used to maintain genetic diversity from one
generation of an individual to the next, which is analogous to a biological mutation. Mutation
alters one gene values in a chromosome from its initial state. A pre-defined mutation rate is
used to control the percentage of occurrence of mutations. In this work, in order to make sure
the resultant fuzzy sets are valid and convex, the constraint a1 > a2 > asr is applied to the
genes representing each fuzzy set during the mutation operation. The newly bred individuals
and some of the best one in the current generation PP jointly form the next generation of the

population (P).
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Fig. 3.4 Procedure of reproduction with only one crossover or mutation operation per
generation
3.3.2.6 Iteration and Termination

The selection and reproduction processes are iterated until the pre-defined maximum number
of iterations is reached, or the value of the objective function regarding an individual is
less than a pre-specified threshold. When the termination condition is satisfied, the fittest

individual in the current population is the optimal solution.

3.4 Experimentation

Two non-linear mathematical models are employed in this chapter to validate and evaluate

the proposed TSK+ fuzzy inference approach.

3.4.1 Experiment 1

A 3-dimensional non-linear function has been used as a benchmark by a number of projects,
including recent ones, such as [11, 178] and [111], which is re-considered in this section for

a comparative study. The problem is given below:

f(x1,x2) = sin (%) -sin <)2> , (3.17)

T
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which takes two inputs, x; (x; € [10,30]) and x; (x; € [10,30]), and produces a single output
y = f(x1,x2) (y € [-1,1]), as illustrated in Fig. 3.5.

Problem Model 1

Output z

20 25
20

15 15

Fig. 3.5 Surface view of Eq. 3.17 in Experiment 1

3.4.1.1 Rule Base Initialisation

In order to demonstrate the proposed TSK+ rule base generation approach, a sparse training
dataset T was manually generated from Eq. 3.17. The dataset was composed of 300 data
points sparsely distributed within the [10,30] x [10,30] domain covering 57% of the input
domain. The distribution of this training dataset is illustrated in a 2-dimensional plane in
Fig. 3.6. The key steps of the TSK rule base initialisation using the training dataset are
summarised below.

Step 1 Dense sub-datasets generation: The sparse training dataset T was first divided
into a number of dense sub-datasets by applying the sparse K-Means clustering algorithm. In
particular, the number of sub-datasets was determined by the Elbow method, as discussed
in the Chapter 3.3.1. The performance improvements (PIs) against the incremented number
clusters are listed in Table 3.1 and shown in Fig. 3.7. It is clear from the figure that the
performance improvement decreased rapidly when & increased from 2 to 6, before it flattened

out after 6. Although there is a fluctuation after k = 6, 6 was also taken as the number of
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clusters in order to minimise the generated number of rules. The application of the sparse

K-Means led to six dense sub-datasets, as demonstrated in Fig. 3.8.
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Fig. 3.6 Training dataset distribution in Experiment 1

Table 3.1 SSE and performance improvement

No. of k SSE PI

1 2961.91

2 2248.98 712.93
3 1763.74 485.24
4 1478.32 285.42
5 1286.41 191.91
6 1180.48 105.93
7 1079.48 101.00
8 997.626 81.85
9 946.238 51.39
10 880.43  65.81
11 840.865 39.57
12 808.51  32.36
13 767.61  40.90
14 709.997 57.61
15 689.301 20.70
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Fig. 3.7 Performance improvement against incremented k. The performance improvement
decreased rapidly when k increased from 2 to 6, before it flattened out after 6. Although there
is a fluctuation after k = 6, 6 was also taken as the number of clusters in order to minimise
the generated number of rules.

Step 2 Rule cluster generation: Once the sparse training dataset T was divided into 6
dense sub-datasets (77,72, ..., Tg), the standard K-Means clustering algorithm was employed
on each determined sub-dataset to group similar data points into rule clusters. The application
of the Elbow approach led to a set of SSEs and PlIs, as listed in Table 3.2, which in turn
determined the value of k for each sub-dataset, as listed in Table 3.3. According to Table 3.3,
the total number of rules should be 28 (5+5+3+4+6+5 = 28).

Table 3.2 SSE and PI for each sub-dataset (k = {1,2,---,10})

No. of T T T3 n T5 T@

k SSE PI SSE PI SSE PI SSE PI SSE PI SSE PI
1 159.9 271.6 128.3 222.28 133.98 259.65

2 109.42 50.48 | 187.65 83.95 | 68.61 59.69 | 140.16 82.12 | 96.06 37.92 | 187.95 71.70
3 81.44 2798 | 149.88 37.78 | 56.66 11.95 | 114.23 25.93 | 6642 29.64 | 147.02 40.93
4 66.85 14.86 | 126.35 23.53 | 46.16 10.50 | 99.48 14.75 | 52.46 13.96 | 123.73  23.29
5 56.45 10.13 | 109.73 16.62 | 39.87 6.29 | 85.06 14.42 | 4279 9.67 | 109.39 14.34
6 48.04 841 | 94.14 1559 |33.04 6.83 | 77.22 7.84 | 37.69 5.10 | 9525 14.104
7 4201 6.03 | 83.67 1047|2833 471 | 6990 732 | 3352 417 | 8.26 999
8 3622 5779 | 77.63 6.04 | 2626 2.07 | 61.87 8.03 | 29.18 4.34 | 80.06 52
9 324 382 | 7463 8.00 |24.03 223 | 56.17 570 | 25.01 4.17 | 74.62  5.44
10 2877 3.63 | 67.11 752 | 2269 134 | 5239 378 | 2429 0.72 | 6856  6.06
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Sparse K-Means results, k=6
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Fig. 3.8 Result of sparse K-Means where k=6

Table 3.3 The value of k for each sub-dataset

T T T, T, Ts Tg
5 5 3 4 6 5

Determined
Number of &

Step 3 Rule base initialisation: A rule was extracted from each cluster, and all the
extracted rules jointly initialised the rule base. Suppose a TSK fuzzy rule R, (1 < r < n),

where 7 is the total number of generated fuzzy rules, can be expressed as:

R, :IF x; is Ay, and xp iS Ay,

(3.18)
THEN y = Bor + B1,x1 + Barx2,

where A1, and Ay, are triangular fuzzy sets, which can be represented as A, = (a};,a},,a}3)
and Ay, = (a},,a5,,a};). The generated 28 TSK fuzzy rules are detailed in Table 3.4.
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Table 3.4 Generated raw TSK rule base

No. Input 1 Input 2 Output

(r) | df ajy als ay ay a3 Bor Bir Bor
1 | 10.08 12.72 1536|2622 27.00 27.78 | -0.14 0.06 -0.38
2 | 1322 14.87 16.52 | 27.87 28.84 29.82 | -0.00 0.28 -8.24
3 | 11.82 13.02 14.22 | 2297 2446 2596 |-0.15 -0.02 1.72
4 11090 13.68 1645 | 18.85 20.50 22.16 | -0.04 -0.20 4.47
5 | 1006 11.18 1230 | 14.89 1691 1893 | 0.25 -0.06 -1.49
6 | 13.16 14.57 1599 | 15.63 17.69 19.76 | 0.00 -0.21 4.30
7 |19.24 2048 21.71 | 26.83 28.25 29.68 | 0.14 -0.06 -1.21
8 | 19.59 20.52 2145|2215 22.89 23.64| 024 0.08 -6.50

9 |19.20 2039 21.58 | 23.90 24.66 2542 | 030 0.00 -6.00
10 | 10.16 11.26 12.37 | 10.85 1244 14.02 | 0.12 0.09 -2.22
11 | 1336 15.15 16.95 | 10.05 10.78 11.51 | -0.01 0.30 -2.85
12 | 1225 14.14 16.03 | 11.75 13.42 15.09 | 0.05 0.10 -2.21
13 | 2051 21.24 2197 | 1528 17.48 19.69 | -0.17 0.12 132
14 | 19.27 20.31 21.35| 1930 2033 2135 | 0.13 -0.00 -2.49
15 | 16.64 18.59 20.54 | 15.11 16.71 1832 |-0.27 -0.00 5.31
16 | 2095 2142 21.89 | 11.14 1225 1335 |-0.17 -0.13 4.92
17 | 1923 20.61 21.98 | 1246 13.57 14.69 | -0.28 -0.01 5.71
18 | 19.10 20.14 21.19 | 10.00 10.81 11.62 | -0.06 -0.03 1.52
19 | 2439 2546 26.53 | 28.19 2894 29.68 | -0.00 -0.27 8.02
20 | 24.02 25.03 26.04 | 21.77 24.08 26.39 | -0.01 0.05 -0.13
21 | 27.38 28.63 29.89 | 2195 2491 2788 |-0.27 -0.00 8.17
22 | 2432 26.04 2775|1793 1932 20.71 | 0.03 0.28 -6.23
23 | 2431 2573 27.15|15.75 1637 1698 | 0.09 0.15 -5.72
24 | 2840 29.19 2999 | 15.89 1820 20.52 | 0.23 0.03 -7.43
25 | 26.03 27.77 29.52 | 1050 11.39 1229 | 0.07 -0.18 -0.01
26 | 24.15 2529 2642 | 10.16 11.62 13.08 | 0.03 -0.26 1.80
27 | 2840 29.16 2992 | 1279 13.89 14.99 | 0.29 -0.02 -8.38
28 | 25.07 26.62 28.17 | 1292 1392 1492 | 0.18 -0.06 -4.66

3.4.1.2 TSK Fuzzy Interpolation

Given any input, overlapped with any rule antecedent or not, the proposed TSK+ inference
engine is able to generate an output. For instance, a randomly generated testing data point
was (A} = (27.37,27.37,27.37), A5 = (13.56,13.56,13.56) ). The proposed TSK+ inference
engine firstly calculated the similarity degrees between the given input and the antecedents
of every rule (S(A},Ar1),S(A5,Ar),r ={1,2,....,28}) using Eq. 3.7, with the results listed
in Table 3.5.

56



3.4 Experimentation

Table 3.5 Sub result from each rule and its calculation details

p S(A7,Ap) S(A5,A,) FD, Consequence
1 0.0053 0.059 0.053 -0.014
2 0.020 0.003 0.003 -0.012
3 0.004 0.010 0.004 -0.014
4 0.001 0.836 0.001 0.006
5 0.007 0.455  0.007 0.004
6 0.016 0.780  0.016 0.023
7 0.467 0.157 0.157 0.170
8 0.461 0.004 0.004 0.008
9 0.449 0.052 0.052 0.118
10 0.012 0.954 0.012 0.018
11 0.024 0.870  0.024 0.024
12 0.002 0.939 0.002 0.005
13 0.211 0.848 0.211 -0.430
14 0.567 0.812 0.567 -0.996
15 0.440 0.480 0.440 0.114
16  0.591 0.941 0.591 -0.913
17 0.480 0.969 0.480 -1.042
18 0.414 0.871 0.414 -0.232
19 0.926 0.009 0.009 0.005
20 0932 0.004  0.004 0.014
21 0925 0.077  0.077 0.005
22 0.927 0.868 0.868 -0.937
23 0.918 0.736 0.736 -0.471
24 0.932 0.616 0.616 -1.030
25 0.948 0.902 0.902 -0.622
26 0.947 0.966  0.947 -0.547
27 0.906 0913  0.906 -0.849
28 0.920 0.964 0.920 -0.589

From the calculated similarity degrees, the firing strength of each rule F'S, was computed
using Eq. 3.2, and the sub-consequence from each rule was calculated using Eq. 3.4, which
are also shown in Table 3.5. From this, the final output of the given input was calculated
using Eq. 3.5 as y = —0.902.

3.4.1.3 Rule Base Optimisation

In order to achieve the optimal performance, the generated raw rule base was fine-tuned using
the GA algorithm, as detailed in Chapter 3.3.2. The GA parameters used in this experiment
are listed in Table 3.6. The population was initialised as the individuals representing the raw
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rule base and its random variations. The performance against the number of iterations is

shown in Fig. 3.9, which clearly demonstrates the performance improvements led by the GA.

Table 3.6 GA parameters

Parameters Values
Population Size 100
max value in fitness function 2
Crossover rate 0.85
Mutation rate 0.05
Maximum Iteration 10,000
Termination threshold 0.01
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Fig. 3.9 RMSE values decrease over time during optimisation

3.4.1.4 Results Comparison

In order to enable a direct comparative study with the support of the approaches proposed
in [11] and [178], the suggested approach was also applied to 36 randomly generated testing
data points. The sum of errors for the 36 testing data led by the proposed approach is shown
in Table 3.7, in addition to those led by the compared approaches. The proposed TSK+
outperformed the approaches proposed in [11] and [178], although fewer rules have been
used. Another advantage of the suggested approach is that the number of rules led by the

proposed system was determined automatically by the system without the requirement of
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any human inputs. In addition, noticeably, the optimisation process significantly improved

the system performance by reducing the sum of errors from 3.38 to 1.78.

Table 3.7 Results led by approaches in experiment 1

Approaches No. of rules Sum of error RSME
[11] 36 5.8 0.161
[178] 36 3.1 0.086
TSK+ without GA 28 3.38 0.094
TSK+ with GA 28 1.78 0.067

3.4.2 Experiment 2

The proposed TSK+ inference approach is not only able to deal with sparse or unevenly
distributed datasets, but also able to work with dense datasets. In order to evaluate its ability
in handling dense datasets, a two input and a single output non-linear mathematical model,
expressed in Eq. 3.19, was employed as a test bed, given that it has been used by [62] and
[158].

sin(x)  sin(y)
x y
In this case, a randomly generated dense training dataset was used, including 1,681 data

flx,y) = (3.19)

points distributed within the range of [—10, 10] x [—10,10]. By employing the proposed
approach, 14 TSK fuzzy rules in total were generated. In the work presented in [62] and
[158], the mean-squares error (MSE) was used as the measurement of models. In order
to allow a direct comparison, MSE is then used as the the measurement method in the
experiment 2. The detailed calculations of this experiment are omitted here. The MSE values
led by different approaches with the specified number of rules are listed in Table 3.8. The
results demonstrated that the proposed system TSK+ performed competitively with only 14
TSK fuzzy rules.

Table 3.8 Results led by fuzzy models in experiment 2

Approaches No. of rules MSE

[62] 49 0.001

[158] 13 0.0004
[158] 14 0.0002
TSK+ with GA 14 0.0002
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3.4.3 Discussion

The proposed TSK+ fuzzy inference approach and data-driven rule base generation method
has been evaluated by applying two mathematical models. For each experiment, the perfor-
mance of the proposed TSK+ inference approach was compared with the works presented in
the literature. The results, which are given in Table 3.7 and 3.8, confirmed that the TSK+
inference approach contributed the competitive performances.

For the experiment 1, 28 TSK fuzzy rules have been extracted from a simulated sparse
dataset, thus to construct a sparse TSK rule base to support the TSK+ fuzzy reasoning. The
TSK+ inference approach contributed the best performance in the ability of dealing with
sparse rule bases. In particular, the system performance was significantly improved after the
parameters optimisation by adopting the GA.

For the experiment 2, a dense dataset, which contains 14 TSK fuzzy rules, has been
created from a simulated dense dataset. The TSK+ inference approach also performed
competitively, thus to demonstrate the power of handling with dense rule bases.

The proposed approach is the first attempt to extend the idea of the fuzzy interpolation
to TSK fuzzy inference, and the experiments results show that the proposed approach
demonstrated the great performances in handling both sparse and dense rule bases. This will,
therefore, provide an additional alternative solution for those existing applications of FRI,
such as [112], and at the same time an opportunity to enjoy the advantages of TSK fuzzy
inference. This will also enable extensions of existing FRI, such as the experience-based
rule base generation and adaptation approach [112], to work with TSK inferences targeting a
wider range of applications.

The rule base for the traditional TSK fuzzy model, which was used in this initial work,
was generated by the linear regression algorithm, based on a randomly generated dataset.
Note that a recent development on sparse rule base updating and generating has been
reported [178]. Although this approach was implemented on the Mamdani inference, the
underpinning principle can be used to generate a sparse TSK rule base. In particular, given a
training dataset, a sparse TSK rule base can be generated directly from data by strategically
locating the important regions for fuzzy modelling [178], thus to boost the applicability of
the proposed approach. In addition, due to the limitation of the proposed measurement of the
similarity degree, which is not applicable for dealing with the Gaussian membership function,
the proposed approach is not suitable for rule bases that contain the Gaussian membership
functions. However, how the proposed system could deal with the Gaussian membership

functions will remain as the future works.
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3.5 Summary

This chapter proposed a fuzzy inference system TSK+, which extended the conventional TSK
inference system, such that it is also applicable to sparse rule bases and unevenly distributed
rule bases. This is achieved by allowing the interpolation and extrapolation of the output
from all rules, even if the given input does not overlap with any rule antecedents. The chapter
also proposed a novel data-driven rule base generation approach, which is workable with
sparse, dense, and unevenly distributed datasets. The system was validated and evaluated
by applying two benchmark problems. The experimental results demonstrated the wide

applicability of the proposed system with compact rule bases and competitive performances.

61



Chapter 4

Interval Type-2 TSK+ Fuzzy Inference
System

Type-2 fuzzy sets generalise the standard type-1 fuzzy sets by representing the membership
of each element as a standard type-1 fuzzy set, while IT2 fuzzy sets represent the membership
as a crisp interval bounded by [0, 1]. Such extension can handle rule uncertainties in a more
flexible and effective way, but generally requires more computational power at the same time.
Regardless of the type of fuzzy sets used, a complete dense rule base which covers the entire
input domains, is always required by either Mamdani or TSK fuzzy inference approaches;
otherwise, no rule can be fired and consequently no result can be generated when a given
input does not overlap with any rule antecedent in the rule base.

In this chapter, the proposed TSK+ fuzzy interpolation approach, which was introduced
in the previous chapter, is extended to allow the utilisation of interval type-2 (IT2) TSK
fuzzy rule bases. The extended fuzzy inference system TSK+ is able to work with: 1) sparse
rule bases, 2) dense rule bases, 3) type-1 fuzzy sets, and 4) interval type-2 fuzzy sets. The
proposed system has been applied to two problems that have been considered in the literature.
One illustrative case based on an example problem from the literature demonstrates the
working of the proposed system, and the application on the cart centring problem reveals the
power of the proposed method. The experimental investigation confirmed that the proposed
approach is able to perform fuzzy inferences using either dense or sparse interval type-2 TSK
rule bases, with promising results generated.

The rest of this chapter is structured as follows. Chapter 4.1 reviews (interval) type-2 fuzzy
sets. Chapter 4.2 details the proposed IT2 TSK+. Chapter 4.3 reports the experimentation and
analyses the experimental results. Chapter 4.4 concludes the chapter and suggests probable

future developments.

62



4.1 Type-2 Fuzzy Sets

4.1 Type-2 Fuzzy Sets

The membership grades of each element in type-1 fuzzy systems are crisp values, which min-
imises the effect of uncertainty handling. Type-2 fuzzy systems can handle more uncertainty

using type-2 fuzzy sets. An type-2 fuzzy set, denoted as A, can be represented as:

A ={((x,u), puz(x,u))|Vx € X,Yu € J, C [0,1],
pi(x,u) € [0, 1]} (4.1)
= ] /.
xeX Juel,

where X is the primary domain, J, is the primary membership for a given element x, and
i (x,u) denotes the secondary membership. When g5 (x,u) = 1, A is deteriorated as an IT2

fuzzy set, which can be expressed as:
A:/ / 1/(x,u), Jy C[0,1]. (4.2)
xeX Juel,

An example trapezoidal IT2 fuzzy set A is illustrated in Fig. 4.1, which can be represented
by a lower membership function (LMF), A = (a1,a3,a3,a4,w), and an upper membership
(a1,a2,a3,as) are respectively the four odd points of the LMF and UMF, and w and w denote
respectively the degrees of confidence for A and Z, with 0 <w <w = 1. The area between
the LMF and UMEF, illustrated in grey in Fig. 4.1, thus denotes the footprint of uncertainty
(FOU), which represents the uncertainty of the fuzzy set A. Obviously, a larger FOU area
implies a higher level of uncertainty, and the IT2 fuzzy set degenerates to a type-1 fuzzy set
when A coincides with A (i.e., the area of FOU (A) is 0).

Using the concept of FOU, Eq.n 4.2 can also be rewritten as [130]:

A=1/FOU(A). (4.3)

4.2 Interval Type-2 TSK+

Many type-1 fuzzy systems have been extended to support IT2 fuzzy systems, including
the TSK approach [60, 19]. Generally speaking, the inputs and all the fuzzy sets in the
rule antecedents can but not necessarily be IT2 fuzzy sets in an IT2 fuzzy systems; and the

consequence of IT2 TSK rules are zero or the first order of polynomial functions, where the
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4.2 Interval Type-2 TSK+

Fig. 4.1 LMF and UMF of a trapezoidal IT2 fuzzy set

parameters can be either crisp values or a crisp interval. Assume that an IT2 sparse TSK rule

base is comprised of 7 rules as:

Ry IF x4 isA% and ... and x; isA,ﬁ

THEN y = j{, + pix] +---+ pix;

R; : IF x; isA’i and ... and x; isAf(
. . . 4.4)
THEN y = pj, + pix| + -+ + pjxi

R,:IF x; is A} and ... and x; isAZ

THEN y = j¢ + pix} + - + piag,

where A_i/., (je{l,....k},ie{1,...,n}), is an IT2 fuzzy set regarding input variable x; in
the i/ rule. The consequence is a crisp polynomial function y = f;(xq, ..., x) = ﬁf) +
ﬁ"lx"l +- 4 ﬁ};x};, where ﬁ; are parameters usually being crisp intervals, with crisp singleton
numbers being the special case. For a given input O(AT, e ,A;), the steps introduced in
Chapter 3.2.2 can generally be used for the generation of the output, but all the operations on
type-1 fuzzy sets involved in these steps need to be upgraded to those based on I1T2 fuzzy
sets. Fortunately, such upgrading has been extensively studied in the literature [130], and all
the operations on I'T2 fuzzy sets used in this work can be simplified by the calculation of the
FOU of the resultant IT2 fuzzy sets based on Eq. 4.3, which in turn can be simplified by the
calculation of the LMF and UME. Note that crisp numbers, sets and type-1 fuzzy sets are
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4.2 Interval Type-2 TSK+

special cases of IT2 fuzzy sets, and thus the discussion below is all based on the general case

of IT2 fuzzy sets, unless only a simplified version can be the case.

4.2.1 Firing Strength

The firing strength and similarity measure based on type-1 fuzzy sets, which was introduced
in Chapter 3.2.1, is extended in this subsection to support the development of the IT2-TSK+.
Assume that two weighted convex trapezoidal fuzzy sets in a normalised variable domain are
given as A = (aj,az,as,as,w) and A= (all,a/z,a;,a;,w/), where 0 < w<1land0<w <1
represent the degrees of confidence for fuzzy sets A and A, respectively. Note that the
weighted fuzzy set A will deteriorate to a normal fuzzy set when w = 1, which is usually
simply denoted as A = (aj,a2,a3,a4). The similarity degree s(A,A’) between A and A’ can
be calculated by the following equation:

4

ai—af ,
e <1 i i;\ ) ) min(w) (4.5)
o 4

max(w,w')’

where d represents distance factor, which has been detailed in Chapter 3.2.1, and it is able
to be obtained by Eq. 3.8. As each I'T2 fuzzy set can be repressed by a set of embedded type-1
fuzzy sets, the matching degree between a crisp value and an IT2 fuzzy sets can be calculated
as the complete set of matching degrees between the crisp value and every embedded type-1
fuzzy set within the calculated IT2 fuzzy set using Eq. 4.5, and the calculated matching
degree is thus a crisp interval.

Without losing generalisation, given a crisp singleton IT2 observation item A j and the
corresponding antecedent value A; of rule R; regarding the same antecedent variable x;, their

matching degree S is calculated as:
S(A5.A)) = [s(A},45),s(A%A)], (4.6)

where A_’] and A, respectively indicate the UMF and LMF of A’ and s(-,-) represents the
similarity degree between two type-1 fuzzy sets (or specifically one crisp singleton and one
type-1 fuzzy set), as defined in Eq. 4.5.

Once the similarity degrees between the observed values and the rule antecedent values
of rule R; regarding every antecedent variable x1,...,x, are obtained, they are then integrated
as the firing strength &; of rule R;. The integration is implemented by a t-norm operator

when the similarity degrees are crisp values, as in type-1 fuzzy systems, but this needs to be
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4.2 Interval Type-2 TSK+

extended to the meet 'l operation when intervals are used [205]:

0 [5‘_ &)

:1 5(‘%7‘%)
=[min(A;),max(A;)]M...M[min(A,), max(A,)]
=[min(min(A;),...,min(A4,)),

min(max(Ayp),...,max(Ap))]
(m e 4.7)
|

where A represents a t-norm operation implemented as a minimum operator in this work.

4.2.2 Intermediate Result from Individual Rule

As detailed in Chapter 3.2.2, the TSK+ inference approach integrates the intermediate results
from every individual rules in the rule base to form the final output. Given an observation
O(Al, e ,Ak), the intermediate result & led by rule R; needs to be calculated first. As
intervals are usually used as the parameters of the polynomial function in the consequence of
IT2 TSK rules and the domains of input variables are normalised, each sub-consequence ¢
from rule R; in the IT2 TSK+ system is therefore a crisp interval [19, 60]. The minimum and
maximum values of ¢ can be obtained based on the given observation and the corresponding

IT2 polynomial function of the rule consequence:

& =py+ PiX 4+ Prxg
=[Po+Pixi+- + P (4.8)
Ph+ pixi+ -+ Pl

where ﬁ; and 15_3-, (j €{0,1,--- k}), denote the minimum and maximum values of crisp

interval j%, respectively.
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4.2.3 Final Output Generation

The final output of the TSK+ system is a fuzzified weighted average of the sub-consequences
from all rules. In particular, based on the obtained firing strength &' and corresponding

sub-consequence &, the final interval output & can be calculated by:

5:[(2’3

- deld d /5"6[5",5"] /ale[al,alf ' ./65"6[&”,65”] (4.9)
1 / Y ad
Lo

This equation can be practically implemented by computing the two extreme values of the

crisp interval, minimum ¢ and maximum ¢, separately:

( L n o
Y aid+ ) aéd
G i=1 j=L+1
- L
Y o+ i Q;
Ri:l j=L+1 (4.10)
. )
Yaid+ Y ad
5 i=1 j=R+1
o R n ’
o+ o;
\ l—Zl l j—;—l—l !

where L and R are the switch points that are used to make sure ¢ is minimised and ¢ is
maximised, which can be obtained by an iterative procedure. A number of implementations
on such a problem have been proposed in the literature and widely used in the real world,
such as Karnik-Mendel (KM) algorithms, enhanced Karnik-Mendel algorithms (EKMA), an
iterative algorithm with a stop condition (ISAC), and enhanced ISAC [196]. In particular, the
Karnik-Mendel (KM) algorithm is adapted in this work due to its efficiency, and the details
of this approach are omitted here as this is beyond the focus of this chapter.

Once the output interval or special IT2 fuzzy set is generated, type reduction or defuzzifi-
cation needs to be applied. This can be readily implemented by applying a simple average

operation:

(4.11)
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IT2 fuzzy sets are extensions of type-1 fuzzy sets. The above proposed IT2 fuzzy
TSK+ approach deteriorates into type-1 TSK+ when all the IT2 TSK fuzzy rules degenerate
into type-1 ones. There are variations of IT2 rule bases. For instances, the parameters in
the rule consequences can be all crisp numbers, instead of crisp intervals. In this special
case, the intermediate result led by Equation 4.8 is a singleton number. In addition, if the
P} = pb=---= p. =0 forall rules in the rule base in Eq. 4.4, the TSK+ model will become
to a 0-order one, and Eq. 4.8 can then be rewritten as & = [ﬁf),ﬁ_é]. Therefore, the proposed
approach is able to be applied to perform the inference witthultiple varied TSK rule bases.

Note that rough-fuzzy set-based interpolation approaches may also provide similar
approximation functionality practically, such as in [31, 38]. However, there is an obvious
theoretical difference between the two as different underpinning approximation approaches
are utilised. In addition, the rough-fuzzy set-based interpolation approaches are analogy-
based and consider the representative values and the shapes of upper and lower membership
functions separately during the reasoning processes, while the proposed approach considers
the IT2 fuzzy set as a single component. The proposed approach utilises the similarity degree
value between the given inputs and rule antecedents as a rule firing strength in aggregating

the final result, which follows the conventional TSK inference principle.

4.3 Experimentation

The proposed IT2 TSK+ approach is validated and evaluated in this chapter by applying it to
two cases used in the literature. In particular, the first example uses a mathematical model to
illustrate the working procedure of the proposed approach, and the second example evaluates

the proposed approach by considering a well-known cart centring problem.

4.3.1 Illustrative Example

A two inputs and signal output fuzzy inference problem, which has been used as an illustration
example in the work of [195], is re-considered here. In particular, the domains of the two
inputs are each fuzzy partitioned and represented by two trapezoidal IT2 fuzzy sets, and thus
the rule base consists of four rules which covers the entire problem domain. The consequence

of each rule is a crisp interval. The complete rule base is listed in Table 4.1, where each
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indicates the LMF with w being the confidence level. Given an input vector O = (—0.3,0.6),

the calculation of the final crisp inference output is detailed below:

Table 4.1 Rule base for the illustrative example

No. Inputs Output
X1 X2 y
Ry | (-1.5,-1.5,-0.5,1.5,1;-1.5,-1.5,-1.5,0.5,1)  (-1.5,-1.5,-0.5,1.5,1;-1.5,-1.5,-1.5,0.5,1) ﬁ(l) =[-1,-0.9]

Ry | (-1.5,-1.5,-0.5,1.5,1;-1.5,-1.5,-1.5,0.5,1) (-1.5,05,1.5,1,5,1;-0.5, 1.5, 1.5, 1.5,1) 15% =[-0.6,—-0.4]
R3 | (-1.5,05,15,1,5,1;-0.5,1.5,1.5,1.5,1) (-1.5,-1.5,-0.5,1.5,1;-1.5,-1.5,-1.5,0.5,1) 15(3) =1[0.4,0.6]
R4 | (-1.5,05,15,1,5,1;-0.5,1.5,1.5,1.5,1) (-1.5,05,1.5,1,5,1;-0.5, 1.5, 1.5, 1.5,1) e =10.9,1]

The matching degree between each given input item and each antecedent item of every
rule is calculated using Eq. 4.6, with the results shown in the second and third columns in
Table 4.2. Note that Eq. 4.6 is an extension of Eq. 4.5, and the sensitive factor is set to 8§,
which is determined empirically. Having computed the matching degrees, the firing strength
of each rule is obtained using Eq. 4.7, and the results are listed in the fourth column in
Table 4.2.

Table 4.2 Firing strength for experimentation 1

; X X2 Firing Strength
§(AL,0) 5(A5,0) a’

1 | [0.3975,0.6259] [0.0443, 0.4195] | [0.0443, 0.4195]

2 | [0.3975, 0.6259] [0.5063, 0.6608] | [0.3975, 0.6259]

3 1 [0.1115,0.5008] [0.0443,0.4195] | [0.0443, 0.4195]

4 | [0.1115,0.5008] [0.5063, 0.6608] | [0.1115, 0.5008]

The intermediate result led by each rule is the corresponding rule consequence, as the

given rule base only consists of 0-order TSK fuzzy rules. By applying the KM algorithm,
the switching points L = 1 and R = 3 can be calculated. From this, the final inference output

interval ¢ = [¢,¢] can be computed as:

o' po + 0 p + & py + & g

~4

Cc=

al+a2+od+at

042 (=1)+0.40- (—0.6) +0.04-0.440.11-0.9

0.42+0.40+0.04+0.11

= —0.5636
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a! ph+ a2+ a2 5y + o'

ol o2+ ol +at
~0.04-(—0.9)+0.40- (—0.4) +0.04-0.6+0.50 - 1 (4.13)
N 0.04 +0.40 4 0.04 4+ 0.50

=

= 0.4064 .

The final system output can be derived by applying a fuzzy type reduction method such
as Eq. 4.11:

~ —0.5636+0.4064 (4.14)
B 2
=—0.0786 .

This example demonstrates the working of the proposed TSK+ system with an IT2 fuzzy
rule base. Note that the results generated by the conventional IT2 TSK inference approach,
as reported in the work of [195], are & = —0.6316, ¢ = 0.4897 and ¢ = —0.0710. The final
output led by the proposed IT2 TSK+ approach is very similar to the final result reported
in [195], but the generated output interval is only a subset of the one reported in [195].

4.3.2 Cart Centring Application

The proposed IT2 TSK+ approach is the first attempt to involve the idea of the fuzzy interpo-
lation to solve the sparse interval type-2 TSK fuzzy rule base problem. There is no similar
approaches or applications existing that can be referred for comparison purpose. Therefore, in
this experiment, the well-known cart centring problem, which has been considered as a dense
IT2 TSK fuzzy model in [60], was used for evaluation purpose. In this particular problem, a
cart can only move along a line on a frictionless plane, and the goal is to drive and keep the
cart to the central position of this line from a given initial position, which forms a typical
control problem, as illustrated in Fig. 4.2. The inputs of the controller for this problem are the
current position coordinates of cart x and the current velocity of cart v, and the output of this
fuzzy model is force F' that should be applied on the cart. In [60], the domain of cart position
x was restricted from —0.75m to 0.75m; the range of cart velocity v was restricted from
—0.75m/s to 0.75m/s; the output force F was defined between —0.18m/s and 0.18m/s; and
the sampling time used was t = 0.1s. This set of parameters and constraints were also utilised
in this experiment, reported herein.

Based on the problem described above, a 0-order I'T2 TSK fuzzy model has been designed

and created in [60]. In particular, five linguistic values, represented as I'T2 fuzzy sets, were
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Velocity (v) Central Position

- |
Force (F)

Position (x)
| | | | | | |
-0.75m -0.50m -0.25m Om 0.25m 0.50m 0.75m

Fig. 4.2 The cart centring problem

used to cover every domain of input variables x and v, which are negative large (NL), negative
small (NS), zero (0), positive small (PS) and positive large (PL), as shown in Fig. 4.3. Five
crisp interval values were used as the output, which are labelled as NL, NS, 0, PS and PL, as
listed in Table 4.3. A dense rule base for this cart centring problem was generated in [60], as
shown in Table 4.4.

Table 4.3 Fuzzy partition of output domain

Output label Value Linguistic value
NL [-0.18 -0.14] NL
NS [-0.10 -0.06] NS
0 [-0.02 0.02] 0
PS [0.06 0.10] PS
PL [0.14 0.18] PL

Table 4.4 Dense rule base with 25 rules used in [60]

Position (x)
NL NS 0 PS PL
NL PL PL PL PS 0
NS PL PL PS 0 NS
Velocity (v) 0 PL PS 0 NS NL
PS PS 0 NS NL NL
PL 0 NS NL NL NL

In order to evaluate the proposed I'T2 TSK+ approach working with a sparse rule base,
two fuzzy sets from each input domain, as shown in Fig. 4.3 were manually removed to
simulate a lack of information, and the result is shown in Fig. 4.4. Consequently, from
the incomplete information, a sparse rule base with only 9 rules was generated, as listed in
Table 4.5.
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(b) IT2 membership function for the domain of Velocity
Fig. 4.3 Fuzzy partition on input domain

Table 4.5 Modified sparse rule base with 9 rules

Position (x)
NL NS PL
NL PL PL 0
Velocity (v) PS PS 0 NL
PL 0 NS NL

Given the initial state of the cart, xo = 0.5m and vy = 0.5m/s, the conventional IT2 TSK
approach and the proposed I'T2 TSK+ were both applied in this experiment using the dense
and sparse rule bases, if applicable, to drive the cart to the central position of the plane, with
the results demonstrated in Fig. 4.5. In particular, the results led by the conventional IT2 TSK,
of course, based on the dense rule base, are shown in Figs. 4.5(a) and 4.5(b); the results led
by the proposed IT2 TSK+ based on the dense rule base are shown in Figs. 4.5(c) and 4.5(d);
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(b) Reduced number of IT2 linguistic values for velocity
Fig. 4.4 Reduced number of IT2 linguistic values for input domain
and the results generated by the proposed I'T2 TSK+ approach using the sparse rule base are
illustrated in Figs. 4.5(e) and 4.5(f). Note that only the cart’s position and velocity are both

become to 0 at the same time can indicate the cart reach the final goal, which is the cart has

been moved and kept at the centre position of the plane.
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(e) Cart position by IT2 TSK+ with sparse rule (f) Cart velocity by ITS TSK+ with sparse rule
base base

Fig. 4.5 Performance comparison between proposed T2 TSK+ approach with dense and
sparse rule base and conventional TSK with dense rule base in [60]
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4.3.3 Discussions

In experiment 1, an illustration example has been carried out to illustrate the procedure of the
proposed IT2 TSK+ inference approach in details through a mathematical operation. And
then, a cart centring problem has been simulated for the system evaluation in the second
experiment. This experiment reveals that the proposed IT2 TSK+ approach is able to generate
the outputs to drive the cart to the central position using either a dense or sparse rule base.
From Fig. 4.5, it is clear that the proposed IT2 TSK+ with the dense rule base took less
time to drive the cart from the initial position to the goal position with relatively smooth
control, compared to the performance from the conventional TSK approach based on, of
course, the dense rule base. This indicates that the proposed IT2 TSK+ system outperforms
the conventional IT2 TSK method when the dense rule base is used. Also, interestingly, the
proposed approach took longer to change the moving direction, which might be useful in
real-world control for better dynamic stability.

The IT2 TSK+ also successfully drove the cart to the goal position with a relatively
smooth curve, although the convergence time of the proposed IT2 TSK+ with a sparse rule
base was longer than those with dense rule bases of either approach. However, if the size of
utilised rule bases is taken into account, the proposed approach can solve the same control
problem with only 9 rules, whilst a dense rule with 25 rules is required by the conventional
approach. This clearly demonstrates the power of the proposed system in system complexity
reduction.

The sparse rule base used in the second experiment was generated by manually removing
some linguistic values from each variable domain rather arbitrarily, and thus the sparse
rule base and correspondingly the inferred results may not be optimal. Therefore, better
performance is expected from an optimal sparse rule base. Note that developments on
sparse rule base generation have been reported in the literature [178, 115]. Although these
approaches only targeted type-1 fuzzy models, the underpinning principle can be readily
extended to generate sparse I'T2 TSK rule bases, and this remains an active future work. Also,
the cart is limited in its movement along a straight line only in this experiment. Note that
fuzzy controllers have been applied to mobile robot control with no restriction on the cart
movement [225]. Such complex control problems may better reveal the capability of the
proposed approach.

Although many fuzzy interpolation approaches have been proposed to enable fuzzy
inference with sparse rule bases, the majority of them were developed based on Mamdani
rule bases, with some being extended to support IT2 fuzzy sets. The proposed system is the

first attempt to extend the TSK fuzzy system with wider applicability, supporting either type-1
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or IT2 fuzzy rule bases, which are either dense or sparse. This will significantly improve the
performance of the widely applied TSK fuzzy inference systems in real-world applications,
with better uncertainty management. For instance, a wall-following mobile robot controller
has been proposed in [87]. In this system, an IT2 TSK fuzzy model is designed for mobile
robot control, and the reinforcement method Q-learning is adopted to learn the I'T2 TSK
fuzzy rule base. The proposed IT2 TSK+ approach can be readily applied to the mobile robot
system to make the best guess of the next action rather than simply a random one, when the
rule base is extremely sparse. Consequently, the total number of trials in the learning process
is expected to be reduced. The proposed approach may also be used for other real-world
applications, which were developed based on type-1 fuzzy sets, such as [225], in an effort to
boost the system performance. The implementation and the evaluation of such applications
remain as pieces of future work. The system will, at the same time, also provide an effective

form of system complexity reduction, especially in the era of big data.

4.4 Summary

This chapter extended the TSK+ fuzzy inference approach, which was introduced in the
previous chapter, by allowing the utilisation of sparse IT2 TSK rule bases, as well as
dense ones. Thanks to the extensive research carried out in the field of IT2 fuzzy sets and
the corresponding computing approaches, this work also presented a practically feasible
computing approach for real-world applications. IT2 TSK+ is, therefore, able to perform
inferences with dense, sparse, type-1, or I'T2 fuzzy rule bases. Two experiments adapted
from the literature have been used for system validation and evaluation, with the first one
illustrating the working of the system and the second one demonstrating the power of the

proposed fuzzy inference system in mobile cart control.
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Chapter 5

Experience-based Rule Base Generation
and Adaptation

Fuzzy inference is one of the most advanced technologies in the control field. It has been
widely applied to solve real-world problems due to its simplicity and effectiveness in repre-
senting and reasoning on human natural language. Examples of such applications include the
subway control system in the city of Sendai [215], and the home heating control system [189],
amongst others. Traditional fuzzy modelling requires either complete experts’ knowledge or
large data sets to generate rule bases such that the input spaces can be fully covered. Although
fuzzy rule interpolation (FRI) relaxes this requirement by approximating rules using their
neighbouring ones, it is still difficult for some real-world applications to obtain sufficient
experts’ knowledge and/or data to generate a reasonable sparse rule base to support FRI. Also,
the generated rule bases are usually fixed and therefore cannot support dynamic situations.
In order to address these limitations, this chapter presents a novel rule base generation and
adaptation system to allow the creation of rule bases with minimal a priori knowledge. This is
implemented by adding accurate interpolated rules into the rule base guided by a performance
index from the feedback mechanism, and also by considering the rules’ previous experience
information as a weight factor in the process of rule selection for FRI. In particular, the
selection of rules for interpolation in this work is based on a combined metric of the weight
factors and the distances between the rules and a given observation, rather than being simply
based on the distances. Two digitally simulated scenarios are employed to demonstrate
the working of the proposed system, with promising results generated for both rule base

generation and adaptation.
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5.1 Rule Base Generation and Adaptation

The rest of the chapter is structured as follows: Chapter 5.1 presents the proposed
approach. Chapter 5.2 details a digital experimentation for demonstration and validation.

Chapter 5.3 concludes the chapter by summarising the work.

5.1 Rule Base Generation and Adaptation

The proposed rule base generation and adaptation system for FRI is introduced in this section,
and the system framework is outlined in Fig. 5.1, which is comprised of mainly four parts:
rule base initialisation, rule selection for interpolation, transaction-based FRI and rule base
revision. Firstly, an initial set of rules is generated from limited a priori knowledge. For a
given observation, the system then selects the ‘best’ two rules from the current rule base for
interpolation, based on a particular set of metrics, including the usage frequency/experience
information, the previous performance index and the distances between the given observation
and the rule antecedents. From this, a new rule is interpolated based on the selected ‘best’
rules from the given observation. Afterwards, the performance index will be utilised to

support the rule base updating, whenever it is available from the feedback system.

Rule Base
Initialisation
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N

Rule
Base

T-Based FRI
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rules

Decision

Rule Selection Rule.B.ase
Revision
Performance
index

System Control
Module
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Fig. 5.1 The framework of the proposed system
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5.1 Rule Base Generation and Adaptation

5.1.1 Rule Base Initialisation

Traditionally, fuzzy rule bases can be generated from either human expertise or historic data;
yet neither of them may be sufficiently available during the process of fuzzy modelling. For
instance, most existing smart heater control systems require usage data for the rule base
generation, as it is very difficult, if not impossible, for human experts to accurately learn the
control patterns for different users regarding their living habits. However, collecting such
data usually takes a long time, and the control systems cannot make intelligent decisions
before this initial modelling progress has been done. This chapter addresses such problems
to enable fuzzy modelling with very limited a priori knowledge. For simplicity, in this initial
investigation, it is assumed that all the rules describing the boundary of the problem space
are always available, although fundamentally, the idea underlying the proposed approach can
be extended to support the situations where the rule base contains at least two rules for any
single step of inference (even random ones), which remains for future work.

A weight is assigned to each individual rule in the rule base when the rule is created,
which provides a measure to help select the ‘best’ rules for interpolation in FRI, and will be
discussed in Section 5.1.4. In this work, only rules with single antecedents are considered.
Without losing generality, suppose the following two fuzzy rules R; and R; are transformed

from either human expertise or historic data:

R;:IF xisA;, THEN yisB; (w;, EF;, CD;) 5.1)
Rj:IF xisA;, THEN yisB; (w;, EFj, CD)), '
where w represents the weight of the rule, which is introduced in details later, and EF
stands for experience factor and represents the usage and effectiveness of information of
the particular rule in the previous FRI progresses. It can be increased or decreased during
the system running, based on the employability of the rule and the effectiveness of the
interpolated results. The rule with a greater EF indicates that it is of more experience and
is more likely to generate an accurate result. CD stands for the cooling down factor and
represents the times that the concerned rule has not been selected continuously so far. The
introduction of the CD allows the control system to identify rules that are less likely to be
selected for interpolation.
In the progress of the rule base initialisation, the EF and the CD are also initialised. The
CD is always reconfigured as 0 once the corresponding rule has been selected to perform
interpolation, based on its physical meaning. In this initial work, for simplicity, the EF is

initialised as 50 based on initial investigation through experimentation. Briefly, a larger EF
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5.1 Rule Base Generation and Adaptation

usually leads to have a longer convergence time, and a smaller EF may result in rule removal
unexpectedly. A further study of the initialisation of this factor remains for future work.

These two factors jointly decide the importance or weight of rule R; in the rule base as:

2 1
wi=(——F Dl ———
1+5¢ P

); (5.2)

L

l+e

where a, b, n are sensitivity factors (b > 3, a,n # 0). A smaller value of b and a greater value
of a and n make the system less sensitive to the rule weight, and vice versa. The values of
these factors need to be determined based on the specific problems, but some early stage
experimentation generally suggests 4 < b <10, 1 <a <100, and 1 <n < 200.

5.1.2 Rule Selection

Fuzzy rule interpolation is utilised in this work to perform fuzzy inferences. In order to
enable the utilisation of FRI, two rules need to be selected for interpolation. Dissimilar from
traditional FRI approaches that select the two closest rules for interpolation (for a given
distance metric), the proposed system selects rules for interpolation based on an importance
factor (/F) with regard to a given input, which is a combined metric of rule weights and the
distance between the given input and rule antecedents. The rule with the greatest /F value on
each side of the observation is selected and used in the process of fuzzy rule interpolation.
Given an input ‘x is A*’, suppose that there are n rules in the rule base ‘IF x is A;,
THEN y is B; (w;, EF;, CD;)’, i € {1,2,...,n}, then the importance factor for each rule can

be calculated as follows:
IF; = /A wi, (5.3)

where w; is computed using Eq. 5.2, and /ll-/ is the inverse distance weighting factor (IDWF)

QLI-/ for each rule in the rule base using the following equation:

1
A= (5.4)

1

™=

A

In this equation, d; is the distance between the given observation A* and the rule antecedent
A;, which is calculated as the Euclidean distance between their representative values using
Eq. 2.12.
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5.1 Rule Base Generation and Adaptation

5.1.3 Raule Interpolation

Once the rules for interpolation have been selected, rule interpolation can be performed.
As introduced in Chapter 2.1, there are two main types of FRI approaches, including the
resolution principle-based reasoning and analogy-based reasoning. The system proposed
herein can readily work with any analogical-based reasoning approach, although it can be
potentially extended to work with the direct interpolation approach, which is beyond the
scope of this chapter and remains for future work. The scale and move transformation-based
FRI approach is able to handle both interpolation and extrapolation, and also guarantees
the uniqueness as well as the normality and convexity of the resulting interpolated fuzzy
sets. Therefore, this approach is employed in this work, which has been introduced in
Chapter 2.1.2, and thus the details are omitted here.

5.1.4 Rule Base Revision

A feedback mechanism is typically included in an intelligent control system to represent the
system performance, which indicates the difference between the actual and desired outputs.
Furthermore, a quantitative measure of the performance of a system, generally called a
performance index (PI), is always considered by optimum control systems during the process
of parameter configuration or adjustment. Noticing the difficulty in retrieving the accurate
desired results in control systems, the feedback system is capable of indicating if the control
decision works or not. This feedback is used effectively in this work to support the rule base
generation and adaptation. The working progress of rule base revision is outlined in Fig. 5.2,
where n denotes the number of rules in the rule base. Each of its components is elaborated

on in the rest of this section.

5.1.4.1 Adding Rules

High quality interpolated rules can be reused in the future, and thus an interpolated rule that
has successfully made a decision result will be added into the current rule base. In order
to avoid redundant or duplicated rules, the similarity degree between the interpolated and
existing rules are calculated. Suppose that the interpolated rule is R* (‘IF x is A*, THEN y is
B* w*, EF*,CD*)’). Given arule R; (‘IF x is A;, THEN vy is B; (w;, EF;, CD;)’) in the rule
base, then the degree of similarity S; between the interpolated rule and R; can be calculated
> S(A,A™) + S(B;, BY)

S; = 5 , (5.5)
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Fig. 5.2 The rule base revision procedure
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5.1 Rule Base Generation and Adaptation

where S(A;,A*) and S(B;, B*) are the similarity degrees between the antecedents and the
consequences of the interpolated rule and R;, respectively. The similarity degree between

two fuzzy sets A; and A* in this work is defined as:
i —ajl +|ai — a3| + |aiz — a3
3 .

S(A;,A") =1 (5.6)
The similarity between B; and B* can be calculated in the same way. Given a threshold, if
the similarity degree between the interpolated rule and the existing rule reaches a certain
threshold value, the system believes that the interpolated rule is redundant, and it will be
ignored; otherwise, the interpolated rule will be added into the rule base.
Suppose that the neighbouring rules, which have been utilised to interpolate rule R*, are
R;and R, (1 <i,j <nandi# j), the experience factor EF of the new rule is computed as:
d; d;
EF = (l—j)EF,-—l-(l—E])EFj (5.7)
where d; and d; represents the distances between the observation A* and the antecedents A;,
A respectively, d represents the distance between the two antecedents A; and A, and EF;
and E'F represent the current experience factors of rules R; and R}, respectively. The value
of CD; is initialised as 0.

5.1.4.2 Updating Weights

Once a decision is inferred or an interpolated rule is generated, the values of EF and CD for
each rule will be updated. In particular, if a rule R; is not employed for FRI during this step
of interpolation performance, the value of CD; will be increased by 1, and E'F; will remain
the same. If the rule has been selected to perform FRI and the generated decision supports
the system positively based on the performance index, the EF; value will be increased by 1
for this rule and theCD; value will be reset to 0; otherwise, if a negative performance index
is returned, the value of E'F; will be decreased by 1 and the value of CD; will be reset to 0.

These updating operations are summarised in the table.

Table 5.1 The updating operations

Situation Operation
Positive PI | EF;+1,CD; =0
Negative PI | EF;—1,CD; =0
Rule R; Not Employed CD;+1

Rule R; Employed
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5.1 Rule Base Generation and Adaptation

Based on the updated EF and CD values, the weight factor (w) of each rule will also
be accordingly updated using Eq. 5.2. Given rule R;, if the updated CD; is equal to 0, the
cooling down factor CD; does not have any effect, according to Eq. 5.2. Then, the original

weight factor of this particular rule will be:

2
wi=———F7—1l. (5.8)

EF;
l4+e 7

If the updated CD; is greater than O, which means that rule R; has not been selected

to perform interpolation for a while, the weight of this rule will be reduced by a certain

percentage according to the value of the parameter CD;. The final revised weight w} can be

computed by:

(5.9)

5.1.4.3 Removing Rules

The rule base adaptation mechanism provides a function allowing redundant or out-of-date
rules to be removed from the current rule base. The judgment for the latter situation is made
based on their weight factors. In particular, if the weight of rule R; is reduced to less than
0 (w; < 0), then R; will be removed from the rule base immediately. As mentioned before,
two situations may lead to the reduction of the weight of rule R;: 1) R; has been used, but it
resulted in an incorrect decision, which is indicated by a negative performance index, and 2)
the rule has not been used for a while, resulting in its weight fading out over time.

The interpolated result may not be accurate enough in the beginning of the deployment of
the system, as the initiated rule base may not be sufficiently accurate and of sufficient rules
to support FRI. Despite this, the system is still able to generate results and make decisions.
However, the patterns will be adaptively learned by the system along with the performance
of fuzzy interpolation, and thus the generated results will increasingly better reflect the real
situation. If the current situation has changed, the decision-making system will gently adapt
to the new situation by removing incorrect rules and adding new high quality interpolated
rules in the rule base. Although this may take a while, the system is able to generate a new

rule base to reflect the new situation in time.
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5.2 Experimentation

In order to validate and evaluate the proposed automatic rule base generation and adaptation
approach, a non-linear function is employed in this section to demonstrate the rule base
generation functionality. Another similar yet different function is utilised to illustrate the

adaptation ability of the proposed approach.

5.2.1 Rule Base Generation

Suppose the problem pattern to be modelled can be represented by the smooth curve of
Eq. 5.10, shown in Fig. 5.3, where x represents the input domain, and y represents the output
domain. Assume that the system inputs are vague values that are simulated by randomly
generated fuzzy sets within the input domain of x. As the system inputs are usually linguistic
values, in order to preserve the comprehensibility and for easy interpretation, the generated

fuzzy sets for simulation are always normal and convex.

2
y:ZSin(?xH-S,xG 2,12]. (5.10)
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Fig. 5.3 The scenario curve to be modelled (Eq. 5.10)

The very first step to utilise the proposed modelling approach is to build an initial rule
base, which is usually implemented by a very limited number of the most general rules.
Theses rules may be provided by domain experts or simply be good guesses of the most

typical situations and thus the initialised rules may not be very accurate. In this initial work,
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for simplicity, suppose 3 initial rules are available in the format of:
Rl'  IF x iSAl' ,THEN y is Bl' (W,‘,EF,‘, CD,‘) (i = {1,2,3}) . (5.11)

where A; and B; are rule antecedent and consequent, which both are convex and normal
triangular fuzzy sets that can be represented as A; = (a;1,a2,a;3) and B; = (b;1,bi2,b;3). The

corresponding parameters are listed in Table 5.2. In particular, EF;, i = {1,2,3}, is initially

Table 5.2 The initialised rule base

A; B;
(ait,ap,a;3) (bi1,bip,bi3)
1] (2.00,2.50,3.00)  (6.50,7.00,7.50) 0.12 50 0
(6.50,7.00,7.50)  (2.50,3.00,3.50) 0.12 50 0
3| (11.00,11.50,12.00) (6.50,7.00,7.50) 0.12 50 0

wi EF, CD;

configured as 50 (based on brute force trying), and then the weight of each rule is accordingly
initialised as wi = wy = w3 = 0.12, as shown in Table 5.2. In the implementation of this

work, the weight factor calculation function is as follows:

2 1

-, (5.12)
| 4+5¢ T+

w; = (—EF,
1+e 20
For better illustration, the generated rule bases are visualised. The Fig. 5.4 visualised the
initialised rule base, where x and y indicate the input and output domain, respectively. And
each dot, shows as + in the figure, represents one fuzzy rule in the rule base. In particular,
the x coordinate of the dot is the representative value of its rule antecedent, which can be
obtained by Eq. 2.12, and the y coordinate of the dot indicates the representative value of
the corresponding consequent of the same rule. Taken Ry, listed in the Table 5.2, as an
example, the rule antecedent is A} = (2.00,2.50,3.00), its representative value can then be
computed by Eq. 2.12, which Reps, = (2.0042.50+43.00)/3 = 2.5. The consequent of R,
is By = (6.50,7.00,7.50), and its representative value is Repp, = (6.50+7.00+7.50)/3 =
7.0. Therefore, the R can be represented by a dot (4) in a 2-D plane, which its x coordinate
is 2.50 and its y coordinate is 7.0, as shown in Fig. 5.4. Note that this representation method
is also applied to the rest of rule base visualisations in this section.

Once the rule base is initialised, the system is able to take randomly generated inputs in

the input domain to generate the outputs. After performing 50 interpolation inferences, the
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Fig. 5.4 The initial rule base

rule base includes eight rules (denoted as R;,i € {1,2,...,8}), as shown in Fig. 5.5, and listed

in Table 5.3. From this, the next step of rule generation is elaborated on as follows:

Table 5.3 The evolved rule base used in the example

. A; B;

: (ai1,ap,a;3) (bi1,bi2,bj3) wi ERCD;
1] (2.00,2.50,3.00)  (6.50,7.00,7.50) 0.057 23 10
2| (3.98,438,529)  (4.73,5.13,5.74) 0.049 19 41

3| (4.53,487,5.06)  (4.68,4.88,5.02) 0033 13 20
4| (497,5.58,7.39)  (2.83,3.37,430) 0.050 20 20
5| (6.50,7.00,7.50)  (2.50,3.00,3.50) 0.129 53 0

6| (9.23,10.11,10.54) (4.81,5.32,5.59) 0.061 24 41

7| (10.50,11.00,11.50) (5.90,6.50,6.70) 0.105 43 0

8 | (11.00,11.50,12.00) (6.50,7.00,7.50) 0.087 35 10

Step 1 System input: For each individual step of inference performance, the system starts
from taking an observation as system input. In this example, assume that an observation
A* = (7.00,7.30,9.00) is given as system input.

Step 2 Rule selection: Based on the given observation and the current rule base, the
system calculates the importance factor of each rule regarding the given input by Eq. 5.3.
The details of the intermediate and final results of the calculation are shown in Table 5.4.
According to the calculated result, the rule with the greatest importance factor on each side

of the given observation will be selected to perform FRI. In this particular example, rules
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Fig. 5.5 The evolved rule base used in the example

Rs and Ry are selected by the proposed approach rather than the closest rules Rs and Rg,

according to the existing FRI approaches.

Table 5.4 The calculation for rule selection

i| & A w EF CD; IF ;f;?ﬁg
11527 005 0057 23 10 00129 L
21322 008 0049 19 41 00142 L
30295 009 0033 13 20 00100 L
41179 0.5 0050 20 20 0.0194 L
50077 035 0129 53 0 00764 L
61219 012 0061 24 41 00212 R
71323 008 0105 43 0  0.0303 R
81373 007 0087 35 10 00234 R

Step 3 Transformation-based FRI: When the two rules for interpolation are determined
with regard to the given observation, the HS approach [79, 80], which is a transformation-
based fuzzy rule interpolation method, is employed to generate the inference result. Firstly,
based on the values of rule antecedents and the given observation, the relative placement
factors (A) is calculated, which is A = 0.07. Secondly, the scale rate is obtained as s = 0.5.

Then, the move ratio is calculated: m = 0.7. Finally, the interpolation result is achieved as
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B* = (2.76,3.26,3.74). After the defuzzification using the centre of gravity principle, the
crisp result B* = 3.20 is generated as system output.

Step 4 Performance index: Based on the given observation (A* = (7.00,7.30,9.00),
A* =17.7 after defuzzification) and the simulated model, as entailed in Eq. 5.10, the desired
result should be 3.20. As the system output is equal to the desired output, a positive
performance index is returned. Note that the desired result is usually not available or
obtainable in most of the control systems at any stage, but it is common that a performance
index 1s available after the interpolated result has been utilised. The performance index
clearly indicates if the interpolated result was acceptable or not. Next, the rule base is then
updated according to the value of the returned performance index.

Step S Rule base updating: The rules Rs and R; were used to generate the interpolated
result, which supports the system running correctly, and as a result, the experience factor
and cooling down factor of both rules will be accordingly updated. Although the rest of the
rules in the rule base were not selected to perform this particular FRI, their CD will also be

updated. The updating operations of the current rule base is shown in Table 5.5.

Table 5.5 The operations of rule base updating

i A,’ Bi wi EF, CDZ'

1 (2.00,2.50,3.00) (6.50,7.00,7.50) 0.057 — 0.057 23 10 — 11
2| (3.98,4.38,529)  (4.73,5.13,5.74) 0.049 —0.045 19 41 — 42
3 (4.53,4.87,5.06) (4.68,4.88,5.02) 0.033 —0.032 13 20 — 21
4 (4.97,5.58,7.39) (2.83,3.37,4.30) 0.050 — 0.049 20 20— 21
5| (6.50,7.00,7.50)  (2.50,3.00,3.50) 0.129 5354 0

6 | (9.23,10.11,10.54) (4.81,5.32,5.59) 0.061 — 0.056 24 41 — 42
7 | (10.50,11.00,11.50) (5.90,6.50,6.70) 0.105 43 —44 0

8| (11.00,11.50,12.00) (6.50,7.00,7.50) 0.087 — 0.087 35 10— 11

Due to the positive performance of the interpolation inference, the interpolated rule will
be added into the rule base as a new rule for future use, unless a similar rule already exists
in the current rule base. The degree of similarity between each of the existing rules and the
interpolated rule can be calculated using Eq. 5.5 and 5.6, and the results are summarised in
Table 5.6. A negative similarity degree indicates that neither the antecedents of two compared
rules nor the consequences of them overlap with each other. Define the similarity threshold
as 0.7 in this work. It is clear from this table, that no similar rule exists in the current rule
base regarding the interpolated rule; that is, the degree of similarity between every rule and

the interpolated rule is less than 0.7. Therefore, the interpolated rule is added into the current
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rule base as the Rg. The experience factor of this new rule EFy is calculated using Eq. 5.7,

and the cooling down value CDy is set as 0. The details of this rule are shown in Eq. 5.13.

Ry : IF x=A"=(7.00,7.30,9.00)

(5.13)
THEN y=B* = (2.76,3.26,3.74)(0.324,52,0)

Table 5.6 Similarity degree between existing rules and interpolated rule

Rulel Rule2 Rule3 Rule4 Rule5 Rule6 Rule7 Rule8

Similarity -2.74 -1.01 0.61 0.65 0.67 -154 -2.11 -2.74

The above exemplar interpolation step demonstrates the situation where a satisfied result
is generated by FRI and the interpolated rule is added into the rule base. When a negative
performance index is returned, the system will work differently. For instance, the next
observation is A* = (6.50,8.10,9.30). Then, rules Rs and R; are selected to perform FRI
instead of the closest rules Rs and Rg. From this, the generated result B* = (3.44,3.97,4.39)
is interpolated, which results in B* = 3.93 after defuzzification. This system output is quite
different to the desired value which is 3.36; thus, a negative performance index will be
returned. Consequently, this interpolated rule will be ignored, and the experience factors of
these two rules will be decreased by 1, as punishment. Of course, the experience factors
and cooling down factors of all other rules will also be updated based on Table 5.1, with the
details omitted here to save space.

The system repeats the above process for every new input, and it will be stabilised after a
number of performance iterations. Particularly for the given example, the system rule base
becomes stable after 3,000 inference performances, resulting in a rule base with 36 rules.

The evolvement of the rule base for the running example is illustrated in Fig. 5.6.
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5.2 Experimentation

5.2.2 Rule Base Adaptation

The proposed automatic rule base generation and adaptation approach is not only able
to learn the model pattern whilst performing interpolation inference, but is also able to
adapt the current rule base to a changed model pattern. In order to demonstrate how the
proposed system handles the changes of the underlying model pattern, assume the ground
truth model pattern has changed from the pattern shown in Fig. 5.3 to that shown in Fig. 5.7(a)
(corresponding to Eq, 5.14), after 3,000 interpolation performances by which the rule base is
illustrated in Fig. 5.6(d).

2
y= (x_57) +3,x€2,12). (5.14)

Due to the change of the underlying pattern to be modelled, the previous rule base will
not be able to generate satisfying results from time to time. Therefore, the weight factor of
some of the existing rules will be dramatically decreased and they will be gradually removed
along with the performance of interpolation inferences. Of course, if a positive performance
index is returned regarding a certain step of interpolation inference, this particular rule will
be added into the rule base. These operations are exactly the same as the ones introduced
above, and thus the details are omitted here. The overall evolvement progress of the rule
base is illustrated in Fig. 5.7. Note that the rule base adaptation process will keep running
and not be terminated itself, although the generated rule base is able to accurately reflect the
given problem. The reason is that the system has to keep itself active in order to detect the
changing situation. As the consequence, the rules, which can correctly represent the problem,
may be removed if they have not been involved in fuzzy interpolative for a long time period.
It is a limitation of the proposed system. Therefore, the termination condition of the rule

base adaptation progress has to be considered, which will remain as the future work.
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5.3 Summary

5.2.3 Discussion

Two non-linear mathematical models have been employed for the proposed system validation.
In particular, the first model demonstrated the functionality of the rule base generation, and
the second model validated the ability of the adaptation of the proposed system.

In the first experiment, the system started from only three initialised rules. The ‘best’ two
rules regarding to the given input were selected from the current rule base for interpolation.
The rule bases, which were generated at the different stages while the performing, e.g. 50,
1000, 2000, 2600, and 3000 iterations, were visualised. Those visualised rule bases confirmed
that the proposed system is able to automatically generate a rule base from very limited a
priori knowledge to support a specific problem.

In the second experiment, the system started from the rule base, which has been generated
from the first experiment. However, the problem model has been changed. The generated
rule bases at the different stages while the performing were also visualised, particularly, at
500, 1200, and 2000 iterations. The visualised rule bases clearly illustrated how the proposed
system led to the change of the rule base to fit the changed situation. That confirmed the
ability of the adaptation of the proposed method.

The experimental results show that the proposed system is able to adaptively generate the
rule base and revise it whenever the underlying model has changed. Therefore, this system
may provide solutions for some real-world problems, such as smart home control system.
FRI has been successfully employed to the smart home heating management systems, such
as [14], where the rule base was predefined based on the historic data of a particular property
and residents and thus it is only able to deal with fixed per-defined situations. Two benefits
will take place if the proposed system is applied. Firstly, only the most general/common a
priori knowledge is required to initialise the system, thus the heating management system
can be mass-produced (commercialised). Secondly, the system is able to handle changing
situation such as change of radiators, residents, or their living styles, thus the model is highly

adaptable.

5.3 Summary

This chapter presented a novel rule base generation and adaptation approach for FRI, which
is able to adaptively generate and revise the rule base with limited training data and/or expert
knowledge for control problems, as long as a performance index is available to indicate if the

inference result is acceptable or not. In particular, the system initialises the rule base with very
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5.3 Summary

limited rules first. Then, based on the existing rules’ usage frequency information, historic
performance data and distances between observation and existing rules, the best two rules are
selected for FRI, rather than the two closest neighbouring rules as implemented in existing
FRI approaches. Finally, the rule base is adaptively generated and revised, which is guided
by the performance index of the interpolated result and the performance experiences of rules.
The simulation experimentation suggests that the proposed system is able to automatically

generate and adapt rule bases to enhance FRI.
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Chapter 6

Intelligent Home Heating Control by

Fuzzy Rule Interpolation

The advance of smart home appliance control plays a key role in improving current en-
vironmental issues by reducing unexpected domestic energy wastes, which have greatly
contributed to excessive carbon emissions. Typical domestic energy wastes include heating
unoccupied homes, washing very few clothes for too long, unnecessary low temperatures for
fridges and freezers, and lighting unoccupied rooms [70]. Noticing that home heating uses
more energy than any other residential energy expenditure, including air conditioning, water
heating, and appliances [58], research on the reduction of heating unoccupied homes is of
great importance. Human motion sensors have been commonly used in home heating control
to detect if a home is occupied or not. If the home is not occupied, the heating system will
usually be turned off or kept at a minimum temperature, and otherwise the system will be on.

Two important drawbacks have limited the wide application of sensor-based home heating
controllers. Firstly, residents may suffer from low temperature if heating systems are simply
controlled by motion sensors. This is because it takes time to heat the home to a certain
comfortable temperature and it can be very cold when the residents have just arrived home.
Another important limitation of the sensor-based systems is that the sensors can only be
triggered by human activities, which means they can only deal with situations where users are
within the sensor’s coverage. In order to address this, a number of programmable controllers
for central heating systems have been proposed in the literature [73, 120, 153, 167, 189],
which are usually developed based on the assumption that residents in a property have a
fixed and simple living pattern. These systems have gained different levels of success by
providing some intelligence to control home heating systems to minimise the wastes of

heating unoccupied homes.
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6.1 Smart Home Heating Controller

Fundamentally, the existing programmable heating controllers can be grouped in to
two classes, which are schedule-based and learning-based [89]. Schedule-based controllers
require pre-configured timetables made by home users [153, 154]. The heating system
follows exactly the scheduled time, which is independent from the user’s current situation.
As a consequence, the system will waste domestic energy by heating an unoccupied home
when no resident is there or close to getting home. Also, the residents may suffer if they
arrive home earlier than scheduled. In this case, they may manually turn the heating system
on, but they will still suffer for the period of time before the home is properly heated as it
takes time to heat the home to a comfortable temperature. Learning-based controllers are able
to automatically make a heating schedule by learning the user’s habits, such as a satisfying
room temperature and a regular daily routine for a period of time [120, 167]. Different from
the schedule-based controllers, this type of controller requires a number of sensors to detect
human activities, and thus this system can be seen as a combination of a sensor-based and
a schedule-based controller, which enjoys the advantages of both. However, it still cannot
solve the problem of preheating homes for the situations of getting home earlier than the
schedule.

This chapter proposes a novel smart home heating control system by efficiently utilising
the personal data captured in smart portable devices. It is able to successfully preheat the
home by predicting when the residents will arrive there and thus to address the limitation
of the existing heating controllers by using it as a complementary part of the existing ones.
In particular, the knowledge-driven approach is adopted first to generate a rule base based
on the Mamdani fuzzy model. And then, a fuzzy interpolation technique is selected here to
reduce the complexity of the generated fuzzy model by omitting those rules in the fuzzy rule
base which can be approximated by their neighbours. The proposed system has been applied
to a real-world case and a promising result has been generated.

The rest of the chapter is structured as follows. Chapter 6.1 presents the proposed
intelligent home heating system in detail. Chapter 6.2 applies the proposed system to a

real-world case for demonstration and validation. Chapter 6.3 concludes the chapter.

6.1 Smart Home Heating Controller

Most UK houses have a central heating system that uses a boiler to heat the water supply for
heating. The boiler does not usually provide a user-friendly interface to adjust the output
power, and thus the easiest way to adjust the room’s temperature is to control the time

duration of the boiler burning. The proposed smart home heating controller in this work only
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6.1 Smart Home Heating Controller

concerns this type of house heating systems by deciding if the boiler should be on or off,

though it can be readily extended for other types.

6.1.1 The Framework

A number of smart home heating controllers [73, 120, 153, 167, 189] have been developed to
deal with the situations when the resident is at home; this work, therefore, only focuses on the
development of decision-making when a home user is away. This is achieved by predicting if
the heater should be turned on to preheat the home such that the home temperature can reach
a certain comfortable level when the resident arrives home. Whether the resident is at home
or not can be detected by checking if the resident’s smart portable device is connected to the
home Wi-Fi. The decision-making procedure is triggered once the resident’s portable device
is disconnected from the home Wi-Fi, and it terminates when the resident arrives home. The
flow chart of the decision-making procedure for the proposed home heating controller is
illustrated in Fig. 6.1.

The controller first extracts the resident’s location and moving information. There are four
types of residents’ location and moving information that need to be considered: At Home,
Way Back Home, Leaving Home, and Static (i.e. at Special Location). The user’s current
location and moving states are obtained effectively using the GPS information provided by
the user’s portable devices. From this, if the resident’s current state is At Home, the algorithm
terminates; and if the resident’s current state is Leaving Home, that is, the resident is moving
away from home, the boiler is off and the system will check the resident’s location and
moving information again in a certain period of time. Otherwise, the time until arriving home
(denoted as Typ) 1s predicted and the time to preheat the home to a comfortable temperature
(denoted as Tpg) is also calculated, based on the resident’s current situation and the current
environment around the home. If T;g is not greater than Tpy, the boiler will be turned on
and the system will check this again in a certain period of time. The details of the important

steps in this procedure are explained below.

6.1.2 Location Information Processing

As stated earlier, there are four different situations that a user is normally in, based on the
location data. In particular, the situation of static represents that the user is either stuck in
traffic or at some special locations for particular activities, such as shopping in a supermarket
or dinning in a restaurant. In order to obtain the user’s current state, a comparison algorithm,

as shown in Fig. 6.2, was developed to verify which situation the user currently belongs
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to. In the algorithm, the Google Distance Matrix APl was employed here to calculate
the real travel distance and time duration between a user’s current location and home. As
different travel modes, including driving, walking and bicycling, will result in different travel
distances and times, the naive Bayes classifier [66] is applied to the current and past location
information to obtain the user’s current travel modes. Then the detected travel mode is used
as a parameter that passed to Google Distance Matrix API to estimate travel distance and
time. The distance and duration will be recorded continuously based on an adjustable time
interval to determine the user’s current state. In particular, when the current distance from
home is continuously ¢ times greater than the previous ones, where ¢ € N is a adjustable
parameter can be adjusted based on the different situations, the user state will be classed
as Away From Home. Similarly, if the current distance from home is continuously three
times less than the previous ones, it is believed the resident is on their Way Back Home.
Otherwise, if the past four captured distances are roughly equal to each other, the system will
then acknowledge that the user is under a special event. The At Home state can be verified
based on the condition that either the distance is zero or the user’s mobile device is connected
to the home Wi-Fi.

The times spent on different locations can vary significantly, and also different residents
usually spend different amounts of time at the same special location as people have their own
living styles or patterns. In order to predict the time that a particular resident is most likely
to spend at a special location, the resident’s historical GPS data can help. The historical
GPS data can either be stored on smart portable devices, such as a mobile phone, or it can
be deliberately captured for the proposed system. Once the historical GPS data is obtained,
data mining techniques can be used to extract the time spending information for different
types of locations. For simplicity, this work assumes that the resident only goes shopping on
their way back home, and all residents spend the same amount of time at the same types of
stores. Google Place API is applied herein to achieve the home user’s current location. A
systematic study of the time spent in different types of locations based on the demographic
classification may greatly improve the performance of the controller, which remains as future

work.
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6.1 Smart Home Heating Controller

6.1.3 Time to Home Estimation

Due to the difficulty in modelling the resident’s behaviour using traditional mathematical
modelling led by uncertainty and complexity, fuzzy inference systems are employed in this
work to predict the time duration before a resident gets home. By using fuzzy inference
systems, a resident’s behaviour pattern can be modelled as fuzzy rules, which can be readily
transferred from natural language description. The fuzzy inference engine takes five fuzzy
inputs and produces one fuzzy output which is the estimate of the time to get home.

XLocation: The time spent in stores will directly affect the time to get home. In this work,
the Tesco store system is used to represent different types of store: Superstore, Extra, Metro,
and Express, which are represented as triangular fuzzy sets. In other words, the four types of
Tesco stores are used in this system to represent the domain of variable location.

Xpays and x7ime: Time spent at the same location will normally be different during
different times of the day, and different days of the week. For example, people usually spend
longer at a supermarket at the weekends than on week-days. Seven fuzzy sets have been pre
defined to partition the domain of the variable xp,ys to represent seven days a week (Monday
to Sunday), and 13 fuzzy sets are defined for the domain of the variable x7;,,, to represent a
day.

Xspens: The amount of time that has already been spent in the location is another factor to
affect the time of travel to home. In this work, 13 triangle fuzzy sets are designed for this
input variable to represent real-time values between 0 and 60 minutes. It is simply fuzzified
from crisp data, which are obtained by personal portable devices.

XTraver: This input variable is used to identify the travel time between a user’s current
location and home based on the current traffic situation. It is fuzzified from crisp data,
which is returned by the Google Distance Matrix API. 13 fuzzy sets are designed for this
fuzzy input variable to represent between 0 and 60 minutes, as most of the properties can be
preheated within an hour.

xapg: The proposed fuzzy inference engine is to predict the time span from the moment
the prediction is made to the resident getting home. This variable domain is partitioned by
13 different linguistic values which represent the time period of O to 120 minutes. During
defuzzification, the linguistic values (T4 ) are converted to a crisp value using the centre of
gravity. The domain partition of input and output variables are shown in Fig. 6.3.

Based on the above description, 61,516 rules are needed to fully cover all the situations.
In order to simplify the system and to preserve the transparency of fuzzy inference systems,
fuzzy rule interpolation is employed in this work thanks to its ability to reduce system

complexity by omitting those rules which can be represented by their neighbours. Therefore,
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72 of the most important rules have been selected for fuzzy rule interpolation, which are
listed in Table 6.1. In this table, LT represents Location Types; D represents Days; T D
represents Times of Day; T'SP represents Time Spent; TTV represents Travel Time;, and
AH represents the Final Decision AH. The numbers in the table represent the corresponding
fuzzy variables, as illustrated in Fig. 6.3. Given the robustness and generality of the scale
and move transformation-based fuzzy rule interpolation approach, it is employed in this work

to predict the time of getting home.

Table 6.1 FRI rules

No. | F THEN|No. | F THEN
LTID[TD |TSP [TTV] AH LTID|TD |TSP [TTV] AH
1 11111 1 1 2 37 141111 1 1 5
2 11111 1 13 8 38 j4 1111 1 13 13
3 11111 13 1 1 39141111 13 1 1
4 11111 13 13 7 40 J4 (111 13 13 7
5 111110 1 1 3 41 14 (1110 1 1 6
6 111110 1 13 9 42 |4 (1110 1 13 12
7 111110113 1 1 43 14 (1110 13 1 1
8 1111101 13 13 7 44 |4 (1110 13 13 7
9 111113 1 1 2 45 14 (1113 1 1 5
10 J1(11]13 1 13 8 46 14 (1113 1 13 13
11 J1 11313 1 1 47 |4 (111313 1 1
12 J1 (111313 |13 7 48 14 (1113113 |13 7
13 J1 5111 1 1 3 49 |4 (511 1 1 5
14 J1 1511 1 13 9 50 j415]1 1 13 13
15 J1 5111 13 1 1 51 141511 13 1 1
16 J 1|51 1 13 13 7 52 |415]1 13 13 7
17 J1 15110 1 1 4 53 1415110 1 1 7
18 15110 1 13 10 54 415110 1 13 13
19 J1 511014 13 1 1 55 |415]101] 13 1 1
20 115110113 13 7 56 1415101413 13 7
21 § 1151013 1 1 3 57 }415(13 1 1 5
22 1115113 1 13 9 58 141513 1 13 13
23 | 1]5(131]13 1 1 59 415113113 1 1
24 1115113113 13 7 60 14 |51131]13 13 7
25 |17 11 1 1 2 61 141711 1 1 5
26 111711 1 13 8 62 141711 1 13 13
27 j11711 13 1 1 63 141711 13 1 1
28 11711 13 |13 7 64 141711 13 113 7
29 1117110 1 1 3 65 1417110 1 1 6
30 117110 1 13 9 66 1417110 1 13 12
31 117110113 1 1 67 14171101 13 1 1
32 117110113 13 7 68 14171101 13 13 7
33 J1171]13 1 1 2 69 1417113 1 1 5
34 | 117113 1 13 8 70 1417113 1 13 13
35 | 117113113 1 1 71 1417113113 1 1
36 1117113113 13 Z 72 1417113113 13 Z
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6.1.4 Preheat Time Calculation

The rate of home temperature increasing (i.e. the time it takes for the house to heat up by 1°C)
is not linear and several factors can affect it, such as the weather, the outside temperature, the
efficiency of a radiator, the insulation of walls, and the output power of the home boiler. A
higher current inside temperature will lead to a much longer increasing rate. For simplicity,
this work assumes that the boiler, radiators, and the wall insulation are selected and installed
based on the UK standard, and other factors such as the weathers and the outside environment
will not be considered in this work. This assumption has been commonly used in the literature.
For example, a ‘heating gain table’ has been created based on the collected temperature data
in a house over three days in the work of [167]. This work adopts a similar approach and
creates a heating gain table based on a four-bedrooms detached house with a total floor area
of 100 m? and a ceiling height of 2.4 metres. The heating gain table, as shown in Table 6.2,

was created based on the collected data over three days by employing the average principle.

Table 6.2 Heating gain table

Temperature Range Time Required
Boiler initialise / pre heat 5 Minutes
15°C-16°C 8 Minutes
16°C-17°C 8 Minutes
17°C-18°C 8 Minutes
18°C-19°C 12 Minutes
19°C-20°C 17 Minutes
20°C-21°C 28 Minutes

6.1.5 Decision Making

A final ON/OFF decision for a boiler can be made by comparing the time to get home
(Tyg) with the time needed for preheating a home (7py). In particular, when Tpy > Tyy,
the boiler will be on based on the current situation. The system will continue checking the
user’s and the home’s states and making decisions for the home heating system in a certain
frequency until the At Home state is triggered. From this, all the GPS location checking will
be temporarily stopped until the state of the user’s mobile device is disconnected from the
home Wi-Fi network again. Surely, if the user is far away from home, the FRI system will

keep the home heating system in the OFF position to save energy usage.
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6.2 Experimentation

The proposed intelligent heating management system has been applied to a real-world
situation for the purposes of validation and evaluation. Suppose that the resident is on their
way back home by driving from location A at 12:00 PM on Wednesday, as shown in Fig. 6.4.
As location A is far away from home, the current heating is OFF. During the travelling, the
user’s GPS location data will be obtained and sent back to the heating control system by the
mobile device every two minutes. Based on returned information, the user’s travelling time
and estimated time of arrival could be obtained by the designed algorithm, as shown in Fig.
6.1. The testing house environment is a newly built four-bedroom detached house, and the
total heating area is about 100 m? with a 2.4 metres ceiling height. The output power of the
heating boiler is 15 KW. The home temperature is 16°C, and the user’s satisfied temperature
has been set to 20°C. Based on Table 6.2, Tpy can be calculated, which is Tpy = 50 minutes.
Five different time points during the travelling have been selected to demonstrate the working

progress of the system.
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Time PH=30Min o505 Metro =
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Time AH = 40.24Min
Time PH = 40 Min
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12:20PM Time PH = 50 Min
Time AH = 60 Min

Time PH = 50 Min
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Fig. 6.4 The map used in the experimentation
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6.2.1 Time Point 1

Based on the GPS data in the user’s portable device, the comparison algorithm shown in
Fig. 6.2 is used to detect the home user’s state, who is currently on the way back home.
Then, the returned strings from Google Place API are checked to see if the user has gone
shopping, and in this case the user does not go to any shops. As no special location event
occurred, the time to get home (74y) is the same as the travel time, which is provided by
Google Distance Matrix API. In this case, Ty = 60 minutes. As mentioned above, the Tpy
has already been calculated based on the current situation of the home and its environment,
which is Tpy = 50 Minutes. It is obvious in this case that Ty > Tpy. Therefore, the system
turned the home heating system off and waited for the next cycle of location checking and

decision-making. The decision-making process is summarised as follows:

1 User State —  Way Back Home
2 Special Loction? — No

3  Calculate Tyy —  Tyy =60Min

4 Calculate Tpy —  Tpy =50Min

5 Compare Tyy, Tpn  —  Tag > Tpy

6 Heating —  Turn OFF.

6.2.2 Time Point 2

During the travelling, the user was getting closer to home. At time point 2, the returned
Ty = 50 Minutes, which is equal to Tpy. The system will then decide to turn the home

heating system on to preheat the room, as the progress shows below:

1 User State —  Way Back

2 Special Location? — No

3 Calculate Tyy — Ty = 50Min
4 Calculate Tpy —  Tpy = 50Min
S5 Compare Tyy, Tpn  — Tag = Tpu

6 Heating —  Turn ON

7 Home Yet ? — No.
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6.2.3 Time Point 3

The system keeps running to check the user’s location data during the travelling, and in a
particular time point of 3, the system detected that the user went to a shop equivalent to Tesco
Metro, based on the returned location information by Google Place API. The system timer
shows the user has stayed in for 5 minutes. In this particular case, the transformation-based
FRI was employed to estimate the home time. In particular, the observation is (A} = (1,2,3),
A5 =(1,2,3), A5 =(10,12,14), A; = (0,5,10), AZ = (25,30,35)), which does not overlap
with any rule antecedent. The two closest neighbouring rules used for interpolation are
A1 NA21 NA31 NA41 NAsy = By and Ao AAxy ANA3zx ANAgyr ANAsy = Ba, as shown in Fig. 6.5.
In this case, based on Eq. 2.13, the relative placement factors can be calculated: A; = 2.5,
Ay =0.83, A3 = 1.89, A4 = 15.5, A5 = 1, and the average A,,. = 4.34 was used to calculate
the intermediate rule result B’. Then, based on the calculated A;,i = (1,2,3,4,5), the obtained
scale rate for each variables (Eq. 2.16) are S| = 0.5, S» =0.92, §3 =1.57, S4 = 1.67, and
S5 = 0.46. The average scale rate S,,, = 1.02, works together with the combined move ratio,
which is 0.87 (the average of the five move ratios (0.70, 0.27, 1.40, 0.62, 1.37)), is employed
to achieve the final result B*, which is B* = (40.64,50.64,60.64). The centre of gravity
principle was used to defuzzify the generated result, and Ty = 50.64 minutes has been
generated. This value is then compared with 7py. Because the home heating system has been
turned on at Time Point 2 for a while, Tpy was re-calculated, which is currently 7pgy = 30,
and thus Tpy < Tjy. The system then turned the home heating system off immediately and

returned to the beginning to prepare for the next prediction cycle.

1 User State —  Way Back

2 Special Loction? — Yes

3 FRI Reasoning —  Txypg =50.64Min
4 Calculate Tpy —  Tpy =30Min

5 Compare Tyy, Tpn  — Tag > Tpy

6 Heating —  Turn OFF.
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6.2.4 Time Point 4

At Time Point 4, 25 minutes (Tspenq = 25 Minutes) has been spent in the shop, and Tpy has
changed to 40 minutes as the heating did not turn on for Ts.,; = 25 Minutes. At this time
point, the generated result from FRI reasoning was 40.24 minutes, which is less than the Tpg.
The system therefore turned the heating system back on. Table 6.3 summarises the results of
FRI reasoning. As the user was still in the shop, the system will check the user’s state until

they return home.

1 User State —  Way Back

2 Special Location ? —  Yes

3 FRI Reasoning —  Tyyg =40.24Min
4 Calculate Tpy —  Tpyg =40Min

5 Compare Tyy, Tpn  — Tag ~=Tpy

6 Heating —  Turn ON

7 Home Yet ? —  No.

Table 6.3 FRI reasoning for time point 4

Antecedents Observation
=(0,0,1) Alz—(2 3,3) A7 =(1,2,3)
=(0,0,1) = (3,4,5) A5 =(1,2,3)
= (0,0,2) A32 (16,18,20) | A5 =(10,12,14)
A41 (0,0,5) Agp = (55,60,60) | A} = (20,25,30)
As; = (0,0,5) Asp = (55,60,60) | AZ = (25,30,35)
B; = (10,20,30) B, = (50,60,70)
Results B* = (30.24,40.24,50.24)

6.2.5 Time Point 5

The home users travelled again after the shopping. At Time Point 5, the system detected that
the user is on the road travelling back home, and T is 10 minutes. 7py is also updated to
10 minutes in this case. Therefore, after the comparison, the home heating system is still
on and the user’s current state does not meet the at home state yet. The system continued

making decisions until the users returned home.
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1 User State —  Way Back

2 Special Loction? — No

3 Calculate Tyy —  Tyyg = 10Min
4 Calculate Tpy —  Tpy = 10Min
5 Compare Tyy, Tpn  — Tag = Tpu

6 Heating —  Turn ON

7 Home Yet ? —  No.

At 14:00 PM, the user finally reaches the At Home state as the mobile device was
connected to the home Wi-Fi system. In the above case, the users came back home about 40
minutes later than their normal schedule because of shopping. Although the home heating
system has been turned on at Time Point 2 for about 20 minutes, it was turned off for about
15 minutes immediately after a special location event was detected at Time Point 3. When the
users arrived home, the house temperature had just been preheated to the desired temperature,

which is 20°C. The system let the user benefit from a warm home but avoided energy waste.

6.2.6 Discussion

Most of the home heating controllers in the UK are schedule-based, and they do not have any
learning method to acquire users’ occupancy activity. Home heating systems are controlled
by the scheduled time period. Once ON/OFF time periods have been scheduled, users do not
normally re-configure them again, even if some scheduled times have slightly changed. For
the environment for the experimentation, a schedule-based system is also used. In particular,
the schedule-based controller has been set to turn the heating on between 12:30 PM and
13:20 PM every day to increase house temperature as the user normally comes back at 13:20.
The different operations between the schedule-based controller and the proposed system are
listed in Table 6.4.

The schedule-based heating controller is able to control the home heating system based
on the pre scheduled time table. In the above situation, the home heating system has been
turned on for 50 minutes in total by schedule-based controller. However, the home heating
system was turned off 30 minutes before the user came back home and heated an unoccupied
house for about 30 minutes. As a result, the home temperature did not reach the desired
temperature when the user came back home as the heating was lost in the cold environment.
The user has to manually turn the heating on for an extra 15-20 minutes to reach the satisfying

temperature when they came back home.
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Table 6.4 Comparison with schedule based controller

. . Schedule Based | Proposed System
Time | Description . .
Operation Operation
12:00 | Set Off OFF OFF
12:20 | Time Point 1 OFF OFF
12:30 | Time Point 2 ON ON
12:50 | Time Point 3 ON OFF
13:15 | Time Point 4 ON ON
13:20 | Between TP4 and TP5 OFF ON
13:50 | Time Point 5 OFF ON
14:00 | At Home OFF OFF

Although the heating has been turned on between Time Points 2 and 3 for 20 minutes,
the proposed system managed to turn it off immediately when a special event had been
detected. The FRI system helps the proposed system to make the correct decision. Although
the total heating time duration is 65 minutes, which is longer than the perfect situation, the
home temperature can be just pre-heated to the desired temperature when the user comes
back home and the total heating time is not longer than the schedule-based controller, which
discussed above.

A number of learning-based smart home central heating system controllers have been
proposed, which are usually combined with some novel features such as schedule learning,
remote access, and occupancy sensing with auto-away mode. Although the proposed system
does not provide any of the above three functionalities, it is able to successfully predict the
user’s home time based on the data captured through portable devices, and thus to effectively

and efficiently pre-heat the home, which may not be possible by other approaches.

6.3 Summary

This chapter presented a smart home heating controller, which is able to control a heating
system to preheat a property before home users getting home. The controller is developed
by adapting fuzzy rule interpolation, supported by location information through portable
devices. In particular, the system first predicts the time before home users get home, then the
time to preheat the home is approximated. If the predicted time of getting home is not greater
than the time to preheat the home, the heating system will be switched on. As shown in
the demonstrative example, the proposed system is able to automatically provide a solution

to preheat the home when there is a need, but not leave the heating system on all the time
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resulting in energy waste. Therefore, by applying such a system, home users can enjoy the
benefit of energy saving, but without sacrificing the quality of life by suffering from a cold
home during the home heating processes, as most properties with existing home heating

controllers do.
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Chapter 7
Network Intrusion Detection by TSK+

Cybersecurity has become an elevated risk that is amongst the most pressing issues affecting
businesses, governments, other organisations, and even individuals. This issue is expected to
become more important in time, as more devices, ‘the internet of things’, will be connected to
the internet. Network security is one of the important challenges in the field of cybersecurity,
knowing that networks provide the essential access to others which need to be protected in
cyberspace, including the computer systems and data. Serious network attacks can lead to
damages on computer systems, network paralysis, data loss or leakage. Network intrusion
detection systems (NIDS) attempt to identify unauthorised, illicit, and anomalous behaviour
based solely on network traffic to support decision making in network prevention actions by
network administrators.

Several machine learning methods have been applied, such as [59, 110, 227, 226], which
can be basically grouped into two types inspect suspicious traffic through either signatures
or anomalies. The signature-based approaches attempt to classify a network connection
based on an already known signature knowledge base [81, 179]. This group of methods are
only applicable to the detection of already known types of threats. Differently, anomaly
detection approaches, such as [4, 181], are introduced to detect unknown types of attacks by
identifying the behaviour of network traffic that does not conform to any expected pattern
in their knowledge bases. The accuracy of this type of approaches is limited by the lack
of abnormal knowledge. Common to both types of approaches is that the requirement of a
well-covered dataset or knowledge base, which are not always readily available or obtainable.
In addition, the resultant system may be very complex if sufficient data is available. This
chapter proposes a novel NIDS using previously proposed TSK+ fuzzy interpolation and
its rule base generation approaches by which the above limitations can be overcome. In

particular, a O-order TSK rule base is generated from historical traffic data, which is guided
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7.1 Background of Intrusion Detection System

by the proposed data-driven rule base generation method presented in Chapter 3.3. Once
the rule base has been generated, the proposed TSK+ fuzzy interpolation approach then
takes place to produce the output for hte given input. The proposed NIDS is not only able to
create security alerts for known attack types, but also to detect potential unknown threats, as
demonstrated in the experimentation.

The rest of the chapter is structured as follows. Chapter 7.1 introduces the background
of the intrusion detection system. Chapter 7.2 presents the details of the proposed IDS.
Chapter 7.2 demonstrates the proposed system by using a well-known benchmark dataset,
NSL-CUP-99. Chapter 7.4 summarises the chapter.

7.1 Background of Intrusion Detection System

Data are sliced into a number of units during transmission over Ethernet. Each group of
data, named a packet, is formed by adding an extra header section on top of the transmitting
unit of data. Based on packet headers, important features regarding the corresponding data
transaction can be identified, such as the source and destination IP addresses, the total length
of the formatted data unit, and the source/destination ports. From this, the traffic pattern or
signature of each data transmission in the network environment can be identified by analysing
the information included in IP headers. These traffic patterns and signatures are commonly
utilised by NIDS to identify potential threats in a network environment, thus to generate
security alerts.

Soft computing algorithms have been widely employed for the development of NID-
Ses [148] to enable an intelligent agent in the system that is capable of disclosing the latent
patterns in abnormal and normal connection audit records, and to generalise the patterns to
new connection instances of the same class. The use of artificial immune systems in intrusion
detection is appealing as it is very challenging to defend increasingly complex networks in a
dynamic environment. The artificial immune system is inspired by a human immune system
which protects the human body from invading germs and other micro-organisms. NIDSes
have also been developed using artificial neural networks, each of which is composed of a
number of neurons that are interconnected with each other with different weights. Genetic
algorithm-based NIDSes utilise biological concepts of natural selection, that is, survival of
the fittest. Fuzzy logic has been employed in either fuzzy inference-based IDSes or fuzzified
other soft computing approaches to handle uncertainty.

Amongst the existing fuzzy logic-based NIDSes, D-FRI-Snort [135, 136] developed a

dynamic fuzzy rule interpolation-based intrusion detection system. This system provides an
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7.2 Network Intrusion Detection

additional level of intelligence to Snort, alongside the liability of creating a dynamic rule base,
which enhances the prediction capability of the original Snort. In particular, D-FRI-Snort
starts with network traffic data collection and analysis using three features: average packet
time, the number of packets sent and that received. Threat alerts are generated to indicate an
additional threat level if advised by the existing rule base. The system also stores interpolated
results and dynamically promotes new rules based on the collected interpolated rules to

enhance the original Snort according to the current network conditions.

7.2 Network Intrusion Detection

The overall system is outlined in Fig 7.1, which comprises of three main parts. The proposed
system starts from dataset collection, which is used as a training dataset for the data-driven
rule base generation method. The TSK rule base generation method, which is presented in
Chapter 3.3, is employed to extract the fuzzy rules based on the collected training dataset.
And the TSK+ fuzzy interpolation approach is used in this work as the inference engine to
detect whether an attack is coming or not for incoming network traffic. Important procedures
in the system modelling are detailed below. For simplicity, in this work, the modelling is
assumed to take place under a noise-free network environment. Also, only normal and convex
triangle fuzzy sets are used in fuzzy system modelling.

Training Optimised Detection

Dataset rule base . It:
Dataset Rule base Intrusion Lesutls

) . . Validation
collection generation detection

Fig. 7.1 The overall system

7.2.1 Data Collection and Feature Selection

Multiple general features can be readily monitored by networking tools for networking
analysis during data packet transmission over the network. The Table 7.1 presents a complete
listing of a set of features characterised that can be monitored [168]. Among with such
features, most of them are irrelevant to intrusion detection [137]. Therefore, a well-thought-
out feature selection by experts is often required for the task of network attack detection [71].

This common practice is also employed in this work.
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Table 7.1 A complete list of features for traffic monitoring

No. | Feature Description
1 | Duration Length (number of seconds) of the connection
2 | Protocol_type Type of the protocol
3 | Service Network service on the destination, e.g., http, telnet, etc.
4 | Flag Normal or error status of the connection
5 | Src_bytes The number of data bytes sent by source IP host
6 | Dst_bytes The number of data bytes sent by destination IP host
7 | Land 1 if connection is from/to the same host/port; 0 otherwise
8 | Wrong_fragment Number of “wrong” fragments
9 | Urgent Number of urgent packets
10 | Hot Number of “hot” indicators
11 | Num_failed_logins Number of failed login attempts
12 | Logged_in 1 if successfully logged in; O otherwise
13 | Num_compromised Number of “compromised” conditions
14 | Root_shell 1 if root shell is obtained; 0 otherwise
15 | Su_attempted 1 if “su root” command attempted; O otherwise
16 | Num_root Number of “root” accesses
17 | Num_file_creations Number of file creation operations
18 | Num_shells Number of shell prompts
19 | Num_access_files Number of operations on access control files
20 | Num_outbound_cmds Number of outbound commands in an ftp session
21 | Is_hot_login 1 if the login belongs to the “hot” list; O otherwise
22 | Is_guest_login 1 if the login is a “guest” login; O otherwise
23 | count number of connections to the same host as the current connection
in the past two seconds
24 | stv_count number of connections to the same service as the current connection
in the past two seconds
25 | Serror_rate % of connections that have “SYN” errors
26 | Srv_serror_rate % of connections that have “SYN” errors
27 | Rerror_rate % of connections that have “REJ” errors
28 | Srv_rerror_rate % of connections that have “REJ” errors
29 | Same_srv_rate % of connections to the same service
30 | Diff_srv_rate % of connections to different services
31 | Srv_diff _host_rate % of connections to different hosts
32 | Dst_host_count Count for destination host
33 | Dst_host_srv_count Srv_count for destination host
34 | Dst_host_same_rate % of connections that destination ports are same to the same destination IP
in past 100 connections
35 | Dst_host_diff rate % of connections that destination ports are different to the same destination IP
in past 100 connections
36 | Dst_host_same_src_port_rate | % of connections that source ports are same to the same destination IP in past 100 connections
37 | Dst_host_diff_src_port_rate % of connections th.at source ports are different to the same destination IP
in past 100 connections
38 | Dst_host_serror_rate Serror_rate for destination host
39 | Dst_host_srv_serror_rate Srv_serror_rate for destination host
40 | Dst_host_rerror_rate Rerror_rate for destination host
41 | Dst_host_srv_rerror_rate Srv_serror_rate for destination host
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In particular, four important features identified based on experts knowledge are selected

as an IDS signature for the proposed system, which are listed in Table 7.2 [174, 207].

Table 7.2 Features for IDS

No. | Feature Description
5 | Source bytes The number of data bytes sent by source IP host
6 | Destination bytes | The number of data bytes sent by destination IP host
The number of connections to the same host
23 | Count .
as the current connection in the past 2 seconds
% of connections that destination ports are different
to the same destination IP in past 100 connections.

35 | Dst_host_diff rate

Once the features are determined, datasets for a given network in a certain environment
need to be collected for model training. This is typically implemented in stages based on
firstly an attack-free network and then different types of attacks that need to be identified.
That is, data regarding normal network traffic are collected first from a threat-free condition
network environment. Then, a number of attacks simulating the first type of attack is
artificially launched such that this type of attack is sufficiently covered by the dataset. This
process is repeated for every other type of attacks such that all the classes that need to be
considered are fully covered by the dataset. The finally generated dataset is able to cover all

the attack types and the attack-free situation.

7.2.2 Rule Base Generation

A TSK fuzzy rule base is able to be constructed by four main processes, which have been
detailed in Chapter 3.3. Therefore, in this chapter, a well-known benchmark dataset, KDD
Cup 99, is used as a training dataset to demonstrate how the proposed TSK rule base

generation approach deals with a real-world problem.

7.2.2.1 The Dataset

The KDD Cup 99 dataset is a popular benchmark in the research field of intrusion detection,
which includes legitimate connections and a wide variety of intrusions simulated in a military
network environment [180]. This dataset contains almost 5 million data instances with
42 attributes, including the ‘class’ attribute, which indicates whether a given instance is a
normal connection or one of the four types of attacks to be identified (i.e. Normal, Denial of
Service Attacks, User to Root Attacks, Remote to User Attacks, and Probes). Knowing the
inherent issues associated with the dataset, such as the high duplication rate of 78%, the KDD
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Cup 99 dataset has been further processed to NSL-KDD-99 [180]. This processed dataset
includes 125,937 data samples with all the features of the original dataset kept. Thanks to
its convenience, this dataset has been utilised in a number pieces of recent research, such

as [14], which is also employed for system validation and evaluation.

7.2.2.2 TSK+ Rule Base Construction

As the labels are symbolic values, 0-order TSK-style fuzzy rules were used. In order to
construct a 0-order TSK rule base, the training dataset was divided into 5 sub-datasets based
on the five symbolic labels, which are represented using five integer numbers. The sizes of
the sub-datasets and their corresponding integer labels are listed in Table 7.3. The rule base

generation process is summarised in four steps below.

Table 7.3 Data details regrading the types of connections

Datasets . No. of Classes Rule
instances consequence
T, 53,874  Normal Traffic 1
T, 36,741 DoS 2
T 42 U2R 3
Ty 796 R2U 4
Ts 9,325 Probes 5

Step 1 Dense sub-dataset generation: The sparse K-Means was applied on each sub-
dataset Tj, 1 < j <5 to generate dense sub-datasets. Taking the second sub-dataset T> as an
example, the performance improvement led by the increment of k», (k, € {1,2,---,10}), is
shown in Fig. 7.2. Following the Elbow approach, which has been details in Chapter 3.3.1.1,
the elbow point on the drawn line chart indicated k = 3. Therefore, the 3 was selected as
the number of clusters, i.e., k; = 3. The three generated dense sub-data-sets were denoted
as (151, Tx», T>3). Note that the system performance improvement has also decreased to an
interested value when k = 4 and k = 5. However, compared with performance improvement
obtained when k = 3, the system did not improve the significant performance from k = 4.
Therefore, according to the Elbow method, which should choose a number of clusters that
adding another cluster does not give much better performance, the k = 3 supposes to be
selected.

Step 2 Rule cluster generation: The standard K-Means clustering algorithm was applied
onTj; (j € {1,2,---,5} and i ranging from 1 to the determined cluster numbers using the

Elbow approach), to generate rule clusters each representing a rule. Again, take T, as an
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Performance Improvement

Number of k

Fig. 7.2 Performance improvement regarding incremented k

example for illustration. The determined cluster numbers ky; for each dense sub-dataset 75;

are shown in the third column of Table 7.4. Then, 13 rule clusters were generated from

the sub-dataset T,. The rule cluster generation process for other dense sub-datasets is not

detailed here, but the generated rule cluster or the given training dataset are summarised in

Table 7.4.

Table 7.4 Rules and clusters for each set of data instances with the same type of connection

Normal DoS R2U U2R Probes
T, T, T, T, Ts
Dense dataset Tw T Tz | T b3 T3 T3 Ty Ty e 57 Tsy Ts3
Index i of rule cluster RC; | 1-4 5-7 8-11 | 12-14 15-18 19-24 | 25-30 | 31-35 36-38 39-41 | 42-44 45 46
Index i of rule R; 1-4 5-7 8-11| 12-14 15-18 19-24 | 25-30 | 31-35 36-38 39-41 | 42-44 45 46

Step 3 Raw rule base generation: A rule is extracted from each generated rule cluster.

Taking rule cluster RCy; as an example, which is the first determined rule cluster in 751,

the corresponding rule Rj> can be extracted. In particular, the consequence of rule Ry,

is the integer number representing the class of connections, and the rule antecedents are

four triangle fuzzy sets (A(12)1, Aq12)2: A(12)3: A(12)4) led by the approach discussed in
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Section 3.3.1. The generated rule Ry is:

Ry : IF x1 is (0.588,0.599,0.601)
and x, is (0,0.387,0.414)
and x3 is (0.05,0.075,0.1) (7.1)
and x4 is (0,0,0)
THEN y = 2.

According to Table 7.4, 46 rules in total were generated to initialise the rule base. The
detailed initialised rule base can be found in Appendix A.

Step 4 Rule base optimisation: The GA was applied to optimise the membership functions
of the fuzzy sets involved in the extracted fuzzy rules. The same GA parameters used in
Chapter 3.4.1, as listed in Table 3.6, were also used in this example, but the number of
iterations was increased to 20,000. The system performance against the number of iterations

used in GA 1is shown in Fig. 7.3. The optimised rule base is attached in Appendix B.
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7.2.3 Intrusion Detection by TSK+

The TSK+ fuzzy interpolation approach is used to perform inferences in attack detection, as
the generated TSK rule bases are usually sparse. In order to generate network intrusion alerts
in real time, the system keeps capturing traffic data upon its deployment in a real network

environment. The captured data in real time are then fed into the proposed system for system
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updating. Assume that the four features of current traffic for a given network are observed as
O = (x},x3,x3,x}3). From this input, the TSK+ approach first calculates the similarity degrees
between the given input (O) and the antecedents of individual rules utilising Eq. 3.7. Then,
the inference result of the TSK NIDS model is produced from Eq. 3.5. Finally, the numerical
consequence values of the TSK-interpolation system is rounded to a whole number (symbolic

value) which represents the category of the observed traffic.

7.3 Evaluation

The rule base and the inference engine TSK+ jointly formed the fuzzy model, which was
validated and evaluated using a testing dataset. The testing dataset contained 22,544 data
samples provided by [180]. The testing dataset was also extracted from the original KDD
Cup 99 dataset but it does not share any data instance with the training dataset NSL-KDD-99.

Note that the testing dataset has been used in a number of projects with different classifica-
tion approaches. In particular, the decision tree, the Naive Bayes, the back-propagation neural
network (BPNN), and the fuzzy clustering-artificial neural network (FC-ANN) have been
employed in [190], and the modified optimum-path forest (MOPF) was applied in [15]. The
accuracy of the classification results for each class of network traffic generated by different
approaches including the proposed one with the initialised rule base and the optimised rule
base, are listed in Table 7.5.

Table 7.5 Performance comparison between approaches [190]

Normal Traffic DoS U2R R2U Probes

Decision Tree [190] 91.22 97.24 1538 143 78.13
Naive Bayes [190] 89.22 96.65 7.69 857 7692
BPNN [190] 89.75 97.20 23.08 5.71 88.75
FC-ANN [190] 91.32 96.70 76.92 58.57 80.00
MOPF [15] N/A 96.89 7798 81.13 8592
TSK+ without GA 77.10 94.07 57.69 5529 78.71
TSK+ with GA 93.10 97.84 6538 84.65 85.69

7.3.1 Discussion

The system evaluation has been carried out by applying the NSL-KDD-99 dataset. The
experimental results have compared with 5 different approaches that were proposed in the

literature, which have been illustrated in Table 7.5. The results show that the proposed TSK+
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fuzzy inference approach outperformed overall all other approaches, and the proposed rule
base optimisation method significantly improved the system performance by over 10% on
average. In particular, the proposed system achieved better accuracies on the prediction of
normal connections, DoS and R2U, than those of all other approaches, worse performance led
by the proposed approach in the class of U2R compared to FC-ANN and MOPF, and a similar
result was generated for class Probes with the existing best performance resulting from other
approaches. In addition, such better system performance was achieved by integrating both
the proposed work and the optimisation approach. Without the proposed rule base generation
and TSK+ inference approaches, the optimisation approach, such as the GA in this work, will
not be able to generate the rule base and perform the inference, based on the given dataset.
Although many fuzzy inference systems have been employed to help network administra-
tors detect the illimitable network connections, they all require a dense fuzzy rule base to
enable the performance of fuzzy inferences. However, in general, a dense rule base is difficult
to be obtained to cover the entire input domain from collected training datasets, which
restricts the effectiveness of traditional fuzzy inference approaches. As a result, intrusion
detection systems developed from fuzzy inference systems with sparse knowledge bases
may result in unexpected system outputs. Thanks to the relaxation on rule bases from TSK+
inference, the intrusion alerts can still be generated in cases when a given observation is not
overlapped with any rule antecedents, which significantly improves the applicability of fuzzy

inference systems in the field of network intrusion detection.

7.4 Summary

This chapter presents a data-driven network intrusion detection system, by employing the
recently proposed TSK-interpolation approach. The sparse TSK rule base of the proposed
inference system is extracted from a given training dataset collated from a particular network
in a certain environment. The experiment results, using the benchmark dataset KDD-99
demonstrate that the proposed system is not only able to successfully generate security alerts
for the known attack types, but is also able to detect the unknown types of threats with better

success thanks to its good generalisation ability.
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Chapter 8

Dynamic Quality of Service (QoS)
Solution for Enterprise Network by
TSK+

A multitude of applications require their data to be transmitted over networks, including
real-time high quality voice and video data. The massive cyber traffic is getting busier thanks
to the increasingly more connected devices, i.e., the ‘internet of things’. The delay-sensitive
data, such as real-time voice and video data, need to be transported with a limited delay.
Quality of Services (QoS) is the measure or mechanism to ensure guaranteed high-quality
performance regarding application data transmission over the network. The goal of QoS is to
provide a preferential delivery service for the applications that need it by ensuring sufficient
bandwidth, controlling latency and reducing data loss [193].

In general, there are two principal approaches to implement QoS in modern IP networks:
Integrated Services (IntServ) and Differentiated Services (DiffServ). The IntServ model uses
a specially designed protocol to request and reserve the network resources from network
devices, whilst the DiffServ model tailors excess network traffic packets via the queueing
strategies based on the value in the DSCP field of an IP header. Regardless of which mode is
used, traditional QoS mechanisms are usually based on the static policy which allocates the
priority for each IP packet based on expertise. A number of more efficient QoS mechanisms
have been recently developed by employing Al algorithms, such as neuron networks and
fuzzy logic [10, 68, 162, 223]. These approaches are successful in general, but they are not
able to flexibly deal with dynamic priority requirements for different types of clients. To
address such limitation, this chapter proposes a dynamic DiffServ-based QoS solution for

enterprise networks, implemented using the proposed TSK+ approach.
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This chapter presents a dynamic QoS solution based on the differentiated services (Diff-
Serv) approach for enterprise networks, which is able to modify the priority level of a packet
in real time by adjusting the value of the Differentiated Services Code Point (DSCP) in the
Internet Protocol (IP) header of network packets. This is implemented by a 0-order TSK
fuzzy model with a sparse rule base which is developed by considering the current network
delay, application desired priority level and user current priority group. DSCP values are
dynamically generated by the TSK fuzzy model and updated in real time. The proposed
system has been evaluated in a real network environment with promising results generated.

The rest of the chapter is structured as follows: Chapter 8.1 introduces the theoretical
underpinnings of the quality of services. Chapter 8.2 presents the proposed QoS system
utilising the TSK+ approach. Chapter 8.3 discusses the experimentation to demonstrate the

work of the proposed system. Finally, Chapter 8.4 concludes the chapter.

8.1 Quality of Services

QoS is often implemented in enterprise networks to measure and manage the transmission
quality for the different types of applications, and is usually determined by the following
three factors [176]:

Loss rate : the number of packets that were not received compared to the total number of
packets for transmission. Loss is typically a function of network availability. In a

highly available network, the loss should be essentially O.

Delay : the finite amount of time it takes a packet to reach the final destination device after

being transmitted from the sending endpoint device.

Jitter : also called delay variation, which is the difference in the end-to-end delay between

packets, or the measuring time difference in packet inter-arrival time.

The attribute of delay somehow reflects the other two attributes. In particular, a high amount
of delayed packets commonly suggests congestion in the network, which usually also leads
to a high percentage of packet loss and unstable data transmission, and vice versa.

As introduced earlier, there are generally two types of QoS mechanisms in modern IP
networks. DiffServ provides QoS by differentiating the traffic, whereas IntServ provides

QoS by building a virtual circuit using the bandwidth reservation technique. IntServ requires
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8.1 Quality of Services

the nodes in the network to remember the state information about the flow, while DiffServ
does not as it operates on individual IP packets. Particularly in the DiffServ QoS approach,
network devices use the queueing strategy to tailor performance to expectations. In general,
manufacturers have their own queueing methods to manage the QoS, such as first-in-first-out
(FIFO), weighted fair queueing (WFQ), and priority queueing (PQ).

Regardless of the queueing strategies, a priority value is assigned to each packet to
indicate the different service level requirement for the particular application. The priority
value is represented by the first six bits in the DSCP field of the IP header, as shown in
Fig. 8.1. In theory, a six bit binary value can define up to 64 possible priority values. However,
in the 64 possible values, only 21 of them are commonly used, which are listed in Table 8.1.
Other fields of the header each have their purpose, but this is out of the scope of this chapter
and thus omitted. According to the types of traffic, such as real-time voice data and bulk data,
the QoS mechanism is able to allocate a suitable priority value from 21 common values upon
the current QoS policies to the corresponding traffic packet, thus enabling the routers and

switches to manage the quality of services.
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Fig. 8.1 IPv4 header and its DSCP field
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Table 8.1 Commonly used DSCP values

DSCP Field | DSCP Field DSCP Field | DSCP Field
No. . . No. . .
Binary Decimal Binary Decimal

1 000 000 0 11 011010 26
2 001 000 8 12 011 100 28
3 001 010 10 13 011110 30
4 001 100 12 14 100 000 32
5 001 110 14 15 100 010 34
6 010 000 16 16 100 100 36
7 010 010 18 17 100 110 38
8 010 100 20 18 101 000 40
9 010110 22 19 101 110 46
10 011 000 24 20 110 000 48
21 111 000 56

8.2 Dynamic QoS for Enterprise Networks

The priority level is usually determined by a static priority policy in a QoS-enabled network
environment. This work focuses on the development of a decision-making system to deter-
mine the value of the DSCP in real time. This is achieved by developing a 0-order TSK
fuzzy reasoning system, which considers both the current network congestion index and
application/user desired priority. In particular, for the network packets from an application,
the value of the corresponding the DSCP generated by the proposed system is fed into the
field of DSCP in the IP header. Then, this packet is forwarded to the next hop device, such
as a router or a switch, and joins its priority queue. Based on the value of the DSCP, the
network device sends this packet out immediately, with a certain delay, or even drops off.
The working procedure of the proposed system is illustrated in Fig. 8.2. Notice that this
chapter focuses on the development of the decision-making system for the DSCP priority
value. How the network devices (i.e., routers, switches, etc.) handle the network traffic based
on the determined DSCP values varies from manufacturer to manufacturer, which is beyond

the scope of this chapter.

8.2.1 Rule Base Generation
8.2.1.1 Rule Antecedent Features

Within the three factors considered in QoS (i.e. loss rate, delay and jitter), the attribute of

delay somehow reflects the other two attributes. Therefore, the attribute of delay is taken as
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an input feature for TSK-interpolation in implementing the proposed QoS system. In order to
allow the proposed system to deal with different situations in real time to reflect the dynamic
priority requirements for different types of applications from different types of clients, two
more attributes are also considered as system inputs: the application desired priority and
the user priority group. Consequently, the proposed system takes three input features (i.e.
the network delay, the application desired priority, and the user priority group), and it then
produces one crisp output indicating the desired DSCP value. For simplicity, only normal
and convex triangle fuzzy sets are used in rule base generation. The three input features and
the fuzzy partition on these input domains are detailed below.

Xdelay: The delay value is usually between 0 and 1,000 milliseconds. In this work, the
variable domain is partitioned by 5 triangular fuzzy sets, as shown in Fig. 8.3(a), based on

the knowledge of network engineers. Any delay value greater than 1,000 ms is capped at
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1,000 ms in this work, as the influence of a very large delay on network transmission is the
same as 1,000 ms.

XDesiredPrioirty- EVery application has a unique traffic pattern and service level requirement,
which usually requires a dedicated QoS priority to provide and guarantee the data transmission
quality over networks. To help group multiple applications in the enterprise network, Cisco
unifies the QoS baseline and provides standard-based recommendations, which defines 11
classes of applications based on their functionality [176]. The details of the Cisco QoS
baseline classification and relevant priorities are listed in Table 8.2. These 11 linguistic
classes outlined by Cisco are fuzzified by 11 fuzzy sets, as illustrated in Fig. 8.3(b). Notice
that different groups of applications can be identified by network devices based on the source
and destination IP address, the type of protocol and the source and destination port numbers

in the IP header, which are beyond the scope of this chapter and not detailed here.

Table 8.2 Cisco QoS Applications classification

Application . Desired
Class Description Examples Priority Level
IP Routing Communication between network. d§v1ces to OSPE, EIGRP 10
ensure the network connectivity
Voice Voice data of VoIP telephony VoIP traffic 9
Interactive . . Skype video call,
Video IP video conferencing WebEx 8
Streaming e-Learning application or Cisco DMS, 7
Video multicast company meetings IP/TV
Mission-Critical Enterprise own defined critical applications
. S N/A 6
Data that have the highest priority
. . . . Dialling signal traffic
Call-Signalling Signalling traffic for VoIP from TP phone 5
Tran]s)aactt;onal Interactive data applications CRM 4
Network Network operations, administration, or SSH, 3
management management traffic SNMP
Bulk Data . Non-interactive data app.llf:atlons, FTP/SFTP, )
which means users are not awaiting a response Online backup
Default class .
Best Effort non-classified applications should belong to Web browsing !
Scavenger Non -business related Gaming, P2P 0

XUserPriorityGroup: Lhis input feature defines the priority of the end user to use the network
resources. For instan